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Abstract:    As a great challenge of network virtualization, virtual network embedding/mapping is increasingly important. It aims 
to successfully and efficiently assign the nodes and links of a virtual network (VN) onto a shared substrate network. The problem 
has been proved to be NP-hard and some heuristic algorithms have been proposed. However, most of the algorithms use only the 
local information of a node, such as CPU capacity and bandwidth, to determine how to map a VN, without considering the top-
ological attributes which may pose significant impact on the performance of the embedding. In this paper, a new embedding 
algorithm is proposed based on real-time topological attributes. The concept of betweenness centrality in graph theory is borrowed 
to sort the nodes of VNs, and the nodes of the substrate network are sorted according to the correlation properties between the 
former selected and unselected nodes. In this way, node mapping and link mapping can be well coupled. A simulator is built to 
evaluate the performance of the proposed virtual network embedding (VNE) algorithm. The results show that the new algorithm 
significantly increases the revenue/cost (R/C) ratio and acceptance ratio as well as reduces the runtime. 
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1  Introduction 
 

Network virtualization has been put forward as 
one of the underlying technologies for future Internet 
(Anderson et al., 2005; Bavier et al., 2006; Fischer et 
al., 2013). It aims to enable multiple virtual networks 
to run on a shared physical substrate and provide a 
variety of customized services. Thus, multiple service 
providers (SPs) are able to dynamically compose 
different heterogeneous VNs to deploy customized 
end-to-end services using substrate network resources 

managed by infrastructure providers (INPs). It has 
already been applied to testbeds such as 4WARD and 
the cloud computing environment to assess new 
network protocols and services (Fischer et al., 2013). 

The virtual network embedding (VNE) problem 
is a fundamental part of network virtualization. The 
main purpose of the VNE problem is to dynamically 
allocate the virtual network onto the physical sub-
strate hardware efficiently on the basis of satisfying 
the constraints of nodes and links, while maximizing 
the benefits obtained from existing hardware.  

Due to the constraints of nodes and links in both 
virtual network (VN) requests and the substrate net-
works, the VNE problem has been proved to be 
NP-hard (Andersen, 2002). Thus, present work 
mainly attempts to design heuristic algorithms on the 
VNE problem. However, most of them measure only 
the local resource of nodes (Ricci et al., 2003; Zhu 
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and Ammar, 2006; Yu et al., 2008), such as CPU 
capacity and bandwidth, without considering topo-
logical attributes which may have significant influ-
ence on the performance of embedding. Wang et al. 
(2012) measured the resource of the nodes in both 
VNs and substrate networks by introducing closeness 
centrality into the VNE problem. However, the at-
tributes of the nodes in VN requests and substrate 
networks are not identical due to their different roles 
in the VNE problem. They should not be measured in 
the same way. 

In this paper, in contrast to previous solutions, 
we consider not only the local network resource but 
also real-time topological attributes when ranking the 
importance of nodes of VNs and substrate networks. 
The concept of ‘betweenness centrality’ in graph 
theory is brought into the VNE problem for the 
analysis of nodes in the virtual request, and the cor-
relation properties between the former selected and 
unselected nodes are considered in the substrate 
networks during the mapping process. Based on the 
nodes ranking results of VNs and substrate networks, 
we propose a new VNE algorithm called RTA-MAX 
based on the real-time topological attributes to suc-
cessfully and efficiently map VNs to a substrate 
network. RTA-MAX is a two-stage VNE algorithm, 
which maps virtual nodes to the substrate nodes ac-
cording to the rankings of node importance in the 
node mapping stage, and then maps the virtual links 
using the k-shortest path algorithm (Liu et al., 2011).  

A simulator model is developed to evaluate the 
performance of the proposed algorithm. Compared 
with the existing algorithms, our new algorithm per-
forms much better in terms of the acceptance ratio,  
revenue/cost ratio, and runtime. 

The major contributions presented in this paper 
are summarized as follows: 

1. As far as we know, this is the first work to 
employ the network betweenness concept in graph 
theory into the VNE problem. In the embedding pro-
cess, we rank the significance of the nodes in virtual 
network requests by both topology-aware between-
ness centrality from network betweenness analysis 
and the local resource, which makes the bridge nodes 
with large nodal flow (the flow passing through a 
node) in VN requests be mapped preferentially. 

2. The correlation properties of the former se-
lected and unselected nodes are introduced to rank the 

substrate nodes during embedding. We take into con-
sideration the correlation properties in the measure-
ment of substrate nodes resource during embedding, 
which is very favorable for the following link  
mapping. 

 
 

2  Related work 
 

The VNE problem is an NP-hard problem even if 
some constraints are ignored. Some researchers re-
stricted the problem space by considering the con-
straints of links only and assuming that the node 
mapping is already known (Ricci et al., 2003; Lu and 
Turner, 2006; Zhu and Ammar, 2006). Offline ap-
proaches were presented in Fan and Ammar (2006), 
Lu and Turner (2006), and Zhu and Ammar (2006), 
where all the VN requests are known before embed-
ding. Some previous work did not consider the ad-
mission control problem with insufficient resource 
(Fan and Ammar, 2006; Lu and Turner, 2006; Zhu 
and Ammar, 2006). Yu et al. (2008) introduced a 
mechanism that supports path splitting and migration 
in substrate and a multi-commodity flow algorithm to 
map virtual links to improve long-term average rev-
enue, which considers both online process and ad-
mission control. Chowdhury et al. (2009) proposed a 
new algorithm by building an augmented graph with 
meta-nodes and solved the mapping problem based 
on a mixed integer programming algorithm. Cheng et 
al. (2011; 2012) applied the Markov random walk to 
rank network nodes, and extended their work by in-
troducing an integer linear programming formulation 
to optimize the embedding solution after ranking the 
nodes in a network. They measured the topological 
attributes by considering the available resources of 
adjacent nodes and defining bias factors to express the 
probability of a node’s next movement in the Markov 
random walk. However, they did not consider the 
attributes of link bandwidth in resource measurement. 
An algorithm based on the proximity principle which 
considers the distance factor during node mapping 
was proposed in Liu et al. (2011). Li et al. (2012) 
considered the topology of the VN request in the node 
mapping stage, which intends to make the nodes 
connected with each other in VN topology be mapped 
close in substrate. They selected the substrate node 
with fewer hops of substrate path to the former 
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mapped VN nodes for a VN node. However, they did 
not consider the available bandwidth of paths be-
tween the selected substrate nodes and may fail to 
map the virtual nodes close when the constraint of 
links is not satisfied in the link mapping stage. 
Closeness centrality was introduced into the problem 
in Wang et al. (2012), which measured the rank of 
nodes by considering the closeness of nodes in both 
virtual and substrate networks. 

In this paper, we present a new algorithm based 
on real-time topological attributes for the VNE 
problem. In contrast to previous work, we consider 
the attribute of VNs and the substrate network in 
different ways since they have different roles in em-
bedding. Both betweeness centrality and local re-
source of nodes are considered in virtual network 
analysis to sort the virtual nodes before node mapping. 
We measure the substrate node with local resource, 
including CPU capacity and connected links’ band-
width, closeness centrality, and the correlation prop-
erties between the former selected and unselected 
nodes. The model, based on Yu et al. (2008), is also 
adopted to make our work closer to a practical em-
bedding system. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3  Virtual network embedding problem 
 

In this section, the VNE problem is presented 
first, including general definitions and formulations. 
Then we introduce the objectives of the VNE problem. 

3.1  Substrate network 

The substrate network can be modeled as an 

undirected weighted graph S S
S S S N L( , , , ),G N E C C  

where NS is the set of nodes and ES the set of links in 

the substrate. S
NC  and S

LC  denote CPU capacity of 

nodes and bandwidth of links, respectively. Like most 
previous research, we consider the available CPU 
capacity as the node attribute and the available 
bandwidth as the link attribute. An example of sub-
strate network is presented in Fig. 1. 

3.2  Virtual network request 

Each virtual network request is modeled as an 

undirected weighted graph V V
V V V N L( , , , )G N E C C  

similar to that of the substrate network, where NV is 
the set of nodes and EV the set of links in the VN 

request. V
NC  and V

LC  denote the constraints of the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  Mapping virtual networks (VNs) to a shared substrate network: (a) VN request 1; (b) VN request 2
The numbers of available CPU resources of the nodes are given inside circles and the numbers of available band-
widths of the links are beside the edges 
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nodes and links in the VN requests, respectively. Two 
VN request examples are presented in Fig. 1. 

3.3  Virtual network embedding problem 

The embedding problem focuses mainly on how 
to efficiently allocate a virtual network onto the 
physical substrate hardware with the constraints of 
nodes and links satisfied, while gaining maximum 
benefit from the existing hardware source. As shown 
in Fig. 1, two VN requests supplied by two different 
SPs are assigned to a shared physical substrate net-
work, which is managed by an infrastructure provider. 
SPs will be able to provide multiple services to end 
users on the same infrastructure in the network virtu-
alization environment with VNE technology.  

The VNE problem is defined as an embedding 
action M from GV to a subset of the substrate GS while 
the constraints of nodes and links in GV are satisfied, 
which can be defined as follows:  
 

V V S S
V V V N L S S N L( ) : ( , , , ) ( , , , ).M G N E C C N E C C  

 

As shown above, the VNE problem breaks apart 
into two steps: (1) mapping virtual nodes to certain 
nodes in the substrate while the resource constraints 
of nodes are satisfied; (2) allocating virtual links to 
the available path in the substrate while the resource 
requirement of links is satisfied.   

3.4  Metrics for evaluating the VNE problem 

VNE is an NP-hard optimization problem to ef-
ficiently allocate the VNs to the shared substrate 
network.  

Revenue of the VNE problem is the benefit 
gained by successfully allocating a VN request. Sim-
ilar to earlier work (Zhu and Ammar, 2006; Yu et al., 
2008; Chowdhury et al., 2009), we formulate the 
revenue of a VN request GV at time t as follows: 

 

V V V V

V V V( ( ), ) BW( ) CPU( ),
e E n N

R M G t e n
 

      (1) 

 

where BW(eV) is the bandwidth requirement of vir-
tual edge eV, and CPU(nV) is the CPU requirement of 
virtual node nV. We define the long-term average 
revenue as  
 

V
0

1
lim ( ( ), ).





T

T
t

R M G t
T  

Cost of the VNE problem is the price for em-
bedding the VN request. It is formulated according to 
the CPU of nodes and bandwidth of links occupied by 
the VN in the substrate network:  

 

V V

V V

V V V

V

( ( ), ) HOP( ) BW( )

CPU( ),





 






e E

n N

C M G t e e

n
          (2) 

 

where HOP(eV) is the hop number of a set of substrate 
links, to which the virtual link eV is assigned. Note 
that path splitting is not allowed in this model and the 
CPU cost of intermediate nodes, which is cost to 
forward data in a multi-hop path for a virtual link, is 
contained by the BW part in this widely used cost 
model. 

The long-term average revenue is defined as  
 

V
0

1
lim ( ( ), ).





T

T
t

C M G t
T  

 

The ratio between revenue and cost is significant 
in reflecting the performance of network resource 
utilization for a VNE algorithm. We define the ratio as  

 

V V V V

V V V V

V V

V V V

BW( ) CPU( )

R/C .
HOP( ) BW( ) CPU( )

 

 




 

 
 

e E n N

e E n N

e n

e e n
 (3) 

 

The acceptance ratio, which indicates the num-
ber of accepted VNs from all the VNs, reflects the 
success rate of a VNE algorithm. It is defined as  

 

accepted VN requests count
acceptance ratio= .

all VN requests count
 (4) 

 
 
4  Real-time topological attributes analysis 
 

In this section, we first analyze the use of net-
work centrality in the VN problem. Then we explain  
the correlation properties between the mapped and 
unmapped nodes in the substrate. 

4.1  Network centrality 

Network centrality is an important topological 
attribute in network analysis to indicate the  
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significance of elements in a network, such as nodes, 
links, and even the whole network. Recently, it has 
been proposed as a measurement of the importance, 
popularity, and prominence of a node in social net-
work studies. In graph theory, the measure of node 
centrality is divided into various kinds according to 
the generation principle, based on connection, short-
est path, flow, random walk, and feedback, respec-
tively. Three algorithms are widely used in network 
analysis: degree centrality based on connection, 
closeness and betweenness centralities both based on 
the shortest path. These different algorithms indicate 
different attributes of the nodes in a network from 
different points of view, and result in different node 
ranks. Degree centrality focuses on measuring the 
local centrality of a node by considering only the 
number of nodes directly connected to it, which is too 
partial in VNE problem analysis. 

Inspired by previous work (Wang et al., 2012), 
the closeness centrality is defined by the sum of the 
distance from a node to all the other nodes in a net-
work on a global scale, which reflects how close the 
node is to the other nodes. Thus, ranking nodes by 
closeness centrality may not find the nodes in the core 
position of the network but the ones which are very 
close to all the other nodes. So, we take into account 
closeness centrality to measure the importance of 
substrate nodes during the node mapping step, which 
is very helpful in improving the success rate and 
source utilization efficiency in the link mapping 
process. Since the VNE problem is a real-time net-
work analysis with state of nodes and links, rather 
than simple graph theory, the bandwidth of links and 
CPU of nodes are also considered. The closeness 
centrality in VNE can be modified as  

 

1

min(bw( , ))
( ) ,

( , )

 
n

i j
j

i j
C n c

d i j
              (5) 

 

where C(ni) is the closeness centrality of substrate 
node ni, cj 

refers to the CPU capacity of substrate 
node nj, min(bw(i, j)) is the real-time available 
bandwidth on the shortest path from ni to nj, and it 
denotes the state of links in real time. We describe the 
minimum bandwidth along the shortest path as the 

available capacity. d(i, j) is the distance from node in  

to nj, and here is described by the hop count along the 
shortest path between them. Fig. 2 shows an example 

of VNE, where a VN request with three virtual nodes 
a, b, and c is mapped to a substrate network with five 
nodes A, B, C, D, and E. As defined above, the 
closeness centrality of node C in the substrate is de-
termined by the CPU of the other four nodes and the 
available bandwidth of the shortest paths between 
them, including the paths C-D-A, C-B, C-D, and C-E.  

 
 
 
 
 
 
 
 
 
 
 
Node ranking in the substrate network focuses 

on the distance which is helpful for link mapping. 
However, the bridge nodes in VN requests which may 
carry more nodal flow should be mapped first since 
early mapped nodes have more available resources 
and better locations to choose in the substrate network. 
The betweenness centrality of a node is defined as the 
number of shortest paths from all nodes to all others 
that pass through the node, which is always proposed 
to measure the load and importance of a node in a 
social network. Inspired by this idea, we select  
betweenness centrality to measure the nodes in VN 
requests and define it as 

 

( ) ,i
i

s
B n

S
                                 (6) 

 
where B(ni) is the betweenness centrality of virtual 
node ni, si denotes the number of the shortest paths 
from all nodes to all others in the whole virtual net-
work that pass through node ni, and S  is the number 
of all the shortest paths. As shown in Fig. 2, the 
shortest paths in the VN include a-b, a-b-c, and b-c, 
and two of them pass through node c. Thus, B(c) is 
2/3. 

4.2  Correlation property 

In previous work, nodes of VNs are mapped to 
the substrate network one by one separately, and only 
the attributes of unmapped nodes are considered. The 

Fig. 2  An example of virtual network embedding (VNE)
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selected nodes in the substrate may be far away from 
each other with multiple hops and result in inefficient 
utilization of physical network resources because one 
virtual link will be mapped to multiple substrate links. 
To overcome this problem, we take into account the 
correlation property between the mapped and un-
mapped nodes in node ranking of the substrate net-
work based on both distance and bandwidth. We de-
fine it as follows:   

 

1
min(bw( ))/ ( , )

Pro( ) , 
, 

k

j
i j d i j

in                   (7) 
 

where Pro(ni) denotes the correlation property be-
tween an unselected node ni and all the former  
selected nodes in the substrate, γ is Euler’s constant. 
The correlation property of the unselected substrate 
node ni is codetermined by the available bandwidth 
and distance from itself to all the former selected 
nodes, which will keep the selected nodes connected 
closely to each other with proper available bandwidth 
and is favorable for the following link mapping. As 
shown in Fig. 2, virtual nodes a and c have already 
been embedded to nodes D and E, respectively. Pro(C) 
is determined by min(bw(C, D)), which is the avail-
able bandwidth of link C-D, and min(bw(C, E)), 
which is the available bandwidth of link C-E, while 
both d(C, D) and d(C, E) are 1. 

 
 

5  A new VNE algorithm based on real-time 
topological attributes 
 

On the basis of real-time topological attributes 
analysis in the network, we devise a new two-stage 
VNE algorithm called RTA-MAX (Algorithms 1 and 
2) to improve the utilization of physical resource and 
mapping performance. It is shown in the performance 
evaluation of Section 6 that the results of the ac-
ceptance ratio, resource cost, and mapping runtime 
become much better. The detailed description of the 
algorithm is as follows: sort the VN requests ac-
cording to their revenues in descending order, and 
select the VN request with the maximum revenue to 
embed. Then we begin the node mapping stage and 
sort the virtual nodes in this VN by considering both 
the required local resources and betweenness cen-
trality (Section 4.1) of the nodes, which is formulated 
as 

v v

v v v v v
( )

Value ( ) CPU( ) BW( ) ( ),


  
l L n

n n l B n   (8) 

 

where Valuev(nv) is the factor to sort the virtual node 
nv, CPU(nv) denotes the required CPU of nv, L(nv) 
denotes the set of connected virtual links of nv, and 
B(nv) is the betweenness centrality of nv introduced in 
Section 4.1.  

Then we define the variable Values to sort the 
substrate nodes by considering closeness centrality 
(Section 4.1) and correlation properties (Section 4.2) 
of the nodes: 

 

 s s

s s s s s sValue ( ) CPU( ) BW( ) ( ) Pro( ),


   
l L n

n n l C n n           

(9) 
 

where Values(ns) is the factor to rank the substrate 
node ns, CPU(ns) denotes the required CPU of ns, L(ns) 
denotes the set of connected physical links of ns, C(ns) 
is the closeness centrality of ns, and Pro(ns) is the 
correlation properties. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Algorithm 1    Node mapping stage of RTA-MAX
Sort the VN requests by their revenues in decreasing order
for each VN request in the order do 
  Sort the nodes in VN request according to their Valuev 

values in decreasing order 
  for each unmapped virtual node in the order do   
    Sort the nodes in substrate network according to their 

Valuev values in decreasing order 
    Map the virtual node to the substrate node which is un-

mapped and with the largest Values, with the required 
source also being satisfied 

    if the virtual node cannot be mapped then 
      return Node unsuccessfully mapped 
    end if  
  end for 
end for 
return Node successfully mapped 

Algorithm 2    Link mapping stage of RTA-MAX
for each unmapped virtual link do 
  Search the k-shortest paths between the selected nodes in 

substrate  
  if find a path with proper bandwidth which satisfies the 

required link resource  
    Assign the virtual link to this path 
    return Link successfully mapped 
  else  
    return Link unsuccessfully mapped 
  end if 
end for 
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We select the virtual node with maximum Valuev 
and allocate it to the substrate node with both enough 
required resource and maximum Values, which results 
in nodes with proper resource being selected and 
makes it easy to map virtual links with each other. 

After selecting the substrate nodes, we begin the 
link mapping stage using the k-shortest path algo-
rithm similar to previous work, which searches the fit 
shortest paths by filtrating the k-shortest paths until 
finding a path in the substrate network with proper 
resource required by the virtual link. 

Note that although we add the amount of calcu-
lation in the node mapping stage, the whole runtime 
of RTA-MAX is decreasing in practice, since the 
algorithm takes into account the real-time topological 
attributes and results in a better node mapping which 
is beneficial for the following link mapping stage. We 
will certify it in the following section by comparing 
the runtime of different algorithms in the same PC. 

 
 

6  Performance evaluation 
 

In this section, we first introduce our simulation 
environment. Then we present our evaluation results 
and analyze the performance of RTA-MAX in com-
parison with previous algorithms. 

6.1  Simulation environment 

We have developed a VNE simulator model to 
evaluate our new algorithm based on previous work 
(Yu et al., 2008). The substrate network topology is 
generated by the GT-ITM tool (Zegura et al., 1996), 
which is widely used in network topology generation 
and simulators. The substrate network is generated 
with 100 nodes and about 500 links, which is ap-
proximately the scale of medium-size INPs. The CPU 
of nodes and bandwidth of links in substrate follow a 
uniform distribution from 50 to 100. 

We adopted the method proposed by Zhu and 
Ammar (2006) to generate the virtual network re-
quests. The number of nodes in each VN request 
follows a uniform distribution between 2 and 10. 
Each pair of virtual nodes is randomly connected to 
each other with a probability of 50%. The runtime of 
each VN request is exponentially distributed with a  
mean of 1000 time units, and the VN requests arrive 
following a Poisson distribution with a mean of five 
requests in 100 time units. The CPU of nodes and 

bandwidth of links in a VN request follow a uniform 
distribution with the scale increasing from 10% to 
90% of the substrate network resource. We ran the 
simulation under each different condition of the VN 
requests for 50 000 time units and took the average 
values to obtain an evaluation result of a stable state. 
According to the runtime of each VN request, the 
simulation environment will reach a stable state after 
running 10 000 time units, which ensures that 50 000 
time units is long enough to obtain a stable result. 

The metrics we used to evaluate the performance 
of the VNE algorithm are as follows: R/C ratio, VN 
acceptance ratio (Eqs. (3) and (4)), and the runtime of 
the algorithms on the same PC. Four algorithms were 
evaluated in our simulations (Table 1). Eighteen in-
stances were run for these algorithms under different 
conditions of the VN requests to evaluate the per-
formance of algorithms and the influence of the in-
creasing size of VN requests. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

6.2  Results and analysis 

6.2.1  General VNs  

For each VN request, the required CPU of virtual 
nodes and BW of virtual links follow a uniform  
distribution from 0 to 50. Fig. 3 shows the ratio  
between revenue and cost of the four algorithms. The 
R/C ratio of RTA-MAX (0.792 on average) is much 
better than those of the other algorithms, at 27% 
higher than CL (0.625 on average), 18% higher than 
IC (0.671 on average), and 23% higher than Greedy 
(0.644 on average). 

Fig. 4 shows the VN requests acceptance ratios 
of the four algorithms. The acceptance ratio of 
RTA-MAX (0.965 on average) is better than those of 
the other algorithms, at 3% higher than CL (0.941 on 

Table 1  Algorithm comparison 

Notation Description of the algorithm 

Greedy The classical greedy algorithm, with map-
ping nodes with greedy local resource and 
links with the k-shortest algorithm (Yu et 
al., 2008) 

CL Mapping nodes by ranking the nodes based 
on classical closeness (Wang et al., 2012)

IC Mapping nodes by ranking the nodes based 
on improved closeness (Wang et al., 
2012) 

RTA-MAX Mapping nodes by measuring the nodes 
based on real-time topological attributes 
considering VNs and substrate in differ-
ent ways 
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average), 3% higher than IC (0.935 on average), and 
16% higher than Greedy (0.829 on average). 

6.2.2  Evaluating the impact by increasing the re-
quests’ BW  

To evaluate the impact of increasing the size of 
VN requests’ bandwidth, we set the bandwidth of 
virtual links to increase from 10% to 90% of the 
substrate resource while keeping the CPU of virtual 
nodes at 50%.  

Fig. 5 shows the ratio between revenue and cost 
of the four algorithms in the stable state. The R/C 
ratio of RTA-MAX (0.748 on average) is much better 
than those of the other algorithms, at 19% higher than 
CL (0.631 on average), 21% higher than IC (0.620 on 
average), and 22% higher than Greedy (0.611 on 
average). For each algorithm, the R/C ratio decreases 
with the increase of VN requests’ bandwidth, since 
VNs with a larger bandwidth requirement are more 
likely to be assigned to a longer path in the link 
mapping stage and use more resource in the substrate. 

Fig. 6 shows the VN requests acceptance ratios 
of the four algorithms in the stable state. The ac-
ceptance ratio of RTA-MAX (0.904 on average) is 
better than those of the other algorithms, at 5% higher  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

than CL (0.859 on average), 3% higher than IC (0.876 
on average), and 16% higher than Greedy (0.781 on 
average). Note that the acceptance ratio increases a 
little (no more than 5%) as the bandwidth increases up 
to 60%, because the VN requests are mapped in de-
scending order of revenue to increase the utilization 
of physical resource. As the bandwidth increases, the 
embedding of the larger VN request may fail in the 
link mapping stage and resource would be saved for 
the embedding of the following smaller VN requests. 
In this way, there exists a chance that more requests 
with smaller revenue, instead of one larger request, 
are mapped successfully on the substrate, which re-
sults in the acceptance ratio increasing a little. How-
ever, the increase of bandwidth has a larger effect on 
the acceptance ratio, which results in a sharp decrease 
of the acceptance ratio after the bandwidth increases 
up to around 60%.  

Fig. 7 shows that runtime of the four algorithms 
in the same PC. The runtime of RTA-MAX (0.778 s 
on average) is much less than that of the other algo-
rithms, at 45% shorter than CL (1.417 s on average), 
34% shorter than IC (1.175 s on average), and 46% 
shorter than Greedy (1.428 s on average). Similar to 
the acceptance ratio, the runtime increases sharply  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3  R/C ratio comparison 
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Fig. 6  Acceptance ratio with increasing bandwidth

Fig. 5  R/C ratio with increasing bandwidth
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when the bandwidth increases to 60%, since the em-
bedding algorithm will search the suboptimal path in 
the k-shortest algorithm, when the VNs fail in the link 
mapping stage.  

The evaluation results show that RTA-MAX 
achieves a much better performance in different BW 
conditions. This makes a more efficient utilization of 
substrate physical resource as indicated by the R/C 
and acceptance ratios. Thus, more VN requests are 
mapped successfully with higher acceptance ratios 
which will assist INPs in providing more service to 
SPs. Furthermore, the runtime is shortened, since the 
new algorithm makes the mapping stage easier by  
decreasing backtracking after the node mapping stage 
considering real-time topological attributes. 

6.2.3  Evaluating the impact by increasing the re-
quests’ CPU 

We increase the CPU of virtual nodes from 10% 
to 90% of the substrate resource while keeping the 
bandwidth of virtual links at 50% to evaluate the 
impact of increasing the size of VN requests’ CPU.  

Fig. 8 shows the ratio between revenue and cost 
of the four algorithms. The R/C ratio of RTA-MAX  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(0.776 on average) is much better than those of the 
other algorithms, at 33% higher than CL (0.582 on 
average), 24% higher than IC (0.627 on average), and 
27% higher than Greedy (0.612 on average). Note that 
the R/C ratio increases with the increase of CPU. This 
is because the value of CPU is the same in the com-
putation of the revenue and cost (Eqs. (1) and (2)). 
Thus, in the same condition of required bandwidth, 
the ratio of revenue to cost will increase with the 
increase of CPU.  

Fig. 9 shows the VN requests acceptance ratios 
of the four algorithms in the stable state. The ac-
ceptance ratio of RTA-MAX (0.847 on average) is 
better than those of the other algorithms, at 3% higher 
than CL (0.821 on average), 5% higher than IC (0.810 
on average), and 11% higher than Greedy (0.763 on 
average). The acceptance ratio decreases sharply for 
each algorithm when the required CPU of VNs in-
creases to 40%, which shows that the change of CPU 
has more impact on the acceptance ratio than BW by 
comparison with the results in Section 6.2.1.  

Fig. 10 shows the runtime of the four algorithms. 
The runtime of RTA-MAX (0.114 s on average) is 
much less than that of the other algorithms, which is  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7  Runtime with increasing bandwidth 
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Fig. 8  R/C ratio with increasing CPU 
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Fig. 9  Acceptance ratio with increasing CPU 
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65% shorter than CL (0.322 s on average), 29% 
shorter than IC (0.160 s on average), and 79% shorter 
than Greedy (0.541 s on average). The runtime de-
creases with the increase of required CPU, since the 
nodes with larger CPU are more likely to fail in node 
mapping and the time of link mapping is saved. Note 
that the runtime with CPU increasing is much shorter  
than the results with bandwidth increasing as in Sec-
tion 6.2.1, which indicates that, compared with re-
quired CPU, the increase of required bandwidth has 
more influence on the runtime of the algorithms.    

These results show that, in different CPU con-
ditions, our new algorithm RTA-MAX also achieves a 
much better performance. 

 
 

7  Conclusions 
 

The virtual network embedding problem is a 
fundamental part of network virtualization. In this 
paper, we propose a new algorithm based on real- 
time topological attributes in the network, which 
introduces betweenness centrality to analyze the vir-
tual network and the correlation properties for the 
substrate. Theoretical network analysis and evalua-
tion show that the new algorithm RTA-MAX greatly 
improves the embedding performance under almost 
all conditions of both CPU capacity and bandwidth. 
Moreover, the runtime is reduced. 

There are still several issues to be studied. To 
extend our work, we plan to consider other network 
attributes, e.g., the node or link fault for a survival 
environment, the link delay requirement for a special 
application, and the energy consumption for the green 
network problem.  
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