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Abstract: To promote the development of the intangible cultural heritage of the world, shadow play, many studies
have focused on shadow puppet modeling and interaction. Most of the shadow puppet figures are still imaginary,
spread by ancients, or carved and painted by shadow puppet artists, without consideration of real dimensions or the
appearance of human bodies. This study proposes an algorithm to transform 3D human models to 2D puppet figures
for shadow puppets, including automatic location of feature points, automatic segmentation of 3D models, automatic
extraction of 2D contours, automatic clothes matching, and animation. Experiment proves that more realistic and
attractive figures and animations of the shadow puppet can be generated in real time with this algorithm.
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1 Introduction

Shadow play is an intangible cultural heritage
in the world. There are many kinds of shadow plays
in Southeast Asia, Europe, the United States, some
Arab countries, and other countries and regions, all
with their own national characteristic features (van
Ness and Prawirohardjo, 1981; Salij, 1982; Liu, 1988;
Matusky, 1994; Currell, 2008; Jernigan et al., 2013;
Morse, 2013; Skipitares, 2013; Wang, 2013; Chen,
2014). Recently, the intangible cultural heritage of
shadow play has slowly disappeared, because people
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lose interest in it with the increasing popularity of
new media. There is a need to promote this heritage.

To attract more attention, some researchers
have used multimedia and interactive tools. In gen-
eral, there are two types of efforts in digitizing tradi-
tional shadow play: modeling and interactive mo-
tion controlling. The efforts in modeling include
using sophisticated computer graphics techniques in
OpenGL (Zhu et al., 2003), modeling from a physical
puppet’s digital images with a high resolution (Lam
et al., 2008), modeling by Maya MEL animation pro-
gramming language (Ghani, 2011b), and modeling
by a system with a Kinect depth sensor (Held et al.,
2012). The efforts in interactive controlling include
motion planning (Li and Hsu, 2007), visualization
elements of shadow play technique movement
(Ghani, 2011a), an interactive digital shadow sim-
ulation system (Li et al., 2011), interactive shadow
puppets play using texture mapping and blending
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techniques (Talib et al., 2012), and an interactive in-
terface using the Kinect sensor (Zhang et al., 2012).

Most of the shadow puppet figure models at
present are still fictional and imaginary, spread by
ancients, or carved and painted by shadow puppet
artists, made without according to the real dimen-
sions or appearance of human bodies. With the
development of 3D scanning and personalized de-
mands, this study proposes a method of shadow
puppet figure modeling based on scanned data of
real 3D human bodies to carry forward shadow play,
especially in modern shadow puppet theaters or for
personalized customizations, and finally realizes au-
tomatic animations.

An important innovation of our method is to ex-
tract accurate 2D contours and dimensions of human
bodies from 3D models. The accurate 2D contours
of shadow puppet figures can be more accurately ob-
tained by each part of a 3D human body’s projection
than 2D images. However, due to the difference of
body scanning postures and overlapping projections
of a whole body, it is necessary to automatically iden-
tify each part of the human body and project it.
The segmentation is based on feature points of the
scanned model, and thus the automatic location of
feature points is needed before segmentation.

After obtaining the 2D contours of shadow pup-
pet figures, data processing, coloring, dressing, and
depicting are indispensable. The framework of our
approach is illustrated in Fig. 1. First, we obtain
a 3D model of a human body. Then we locate the
feature points of the 3D model and segment it auto-
matically. The next steps are automatic 2D contour
extraction and data processing, and automatic dress-
ing and matching from the clothing database which
we have designed. Finally, the stories and the scenes

are selected from the database to generate the ani-
mation automatically.

2 Related works

From Fig. 1, we can see the preparation stage
for obtaining 2D contours of shadow puppet figures
including acquisition of the 3D model of the human
body, location of 3D feature points, and automatic
segmentation.

2.1 Location of feature points

The existing methods for 3D human body lo-
cation of feature points are summarized into three
categories. The first kind is using special patterns
to mark human body landmarks which could be
easily detected on images of the whole body sur-
face (Geisen et al., 1995; Lewark and Nurre, 1998).
This kind of method is reliable, but spends time in
sticking patterns and requires high-resolution scan-
ners for reliable detection of markers. Some ap-
plications require wearing special clothes for detec-
tion. The second kind is semi-automatic predic-
tion of landmarks on human models (Wuhrer et al.,
2010). The second kind is better than the first one,
but the deficiency is still there. The main method
used is the third one, i.e., automatic location of fea-
ture points, including template matching positioning
(Allen et al., 2003), geodesic distance (Katz and Tal,
2003; Katz et al., 2005; Golovinskiy and Funkhouser,
2008; Shapira et al., 2008), Reeb (Mortara et al.,
2006; Werghi et al., 2006), multi-scale touch paste
morphology (Gutiérrez et al., 2007), and a prior
knowledge (Simari et al., 2009; Kalogerakis et al.,
2010). Compared with the former two, these au-
tomatic methods save a lot of time and have good
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Fig. 1 The framework of our approach
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generality, but need a large amount of calculations.
This paper proposes a method of automatic location
of feature points by partial cutting according to the
range of the dimensional proportion of the standard
human body in anthropometry. This saves time and
reduces the amount of calculations.

2.2 Automatic segmentation

Automatic human body segmentation methods
are divided mainly into two categories. One is for
standard posture, such as Nurre (1997), Dekker et
al. (1998; 1999), Nurre et al. (2000), and Wang
et al. (2003). In Nurre (1997), Dekker et al. (1998;
1999), and Nurre et al. (2000), the body structure
was approximated by a six-stick template; in Wang
et al. (2003), a fuzzy logic framework was proposed.
The other category is for any posture, where ges-
ture recognition is required first. The 3D human
segmentation in this study is for extracting the 2D
contour. To reduce the work and improve the ac-
curacy, the human model in our experiment is in a
regular standard posture, and is segmented by the
located feature points.

2.3 Shadow puppet modeling

There are four main kinds of methods for
shadow puppet modeling. The first is fictional or
virtual 2D modeling (Lam et al., 2008). Using so-
phisticated computer graphics techniques available
in OpenGL, it can generate interactive plays in a
real-time environment and realistic animations. Al-
though the model is created from a real image of
2D puppets, the 2D puppet is fictional, carved and
painted by shadow puppet artists, and not based on
physical objects. The second is real 2D modeling
(Zhu et al., 2003). A physical puppet’s digital im-
ages with a high resolution are photographed and
then these images are processed digitally for shadow
play modeling. Its advantage is that 2D digital pro-
cessing is relatively simple for modeling, and the
model is based on physical objects. However, the
disadvantage is that the model of the shadow play
is restricted by 2D photographed images. Errors in
the model’s contour exist due to the overlapping of
the 3D puppet in the 2D images. The third is virtual
3D modeling (Ghani, 2011b). Maya MEL animation
programming language is used for character rigging,
and it is still not based on physical objects. The

fourth is real 3D modeling (Held et al., 2012). A
system with a Kinect depth sensor is presented for
producing 3D animations using physical objects as
the input. In fact, it is a track and output 3D model
system.

Shadow play is usually a 2D shape. The main
innovation of this study lies in shadow puppet figure
modeling—a real dynamic 2D modeling based on real
static 3D human scanned data. It is different from
others on 2D processing and display of 3D human
models (Kavan et al., 2008). Kavan et al. (2008) was
to generate and show 2D polygonal characters for
rendering efficiency and visual fidelity of 3D crowds.

3 Our method

The steps include the acquisition and process-
ing of 3D human models, automatic extraction of 2D
contours and data processing, and automatic dress-
ing and matching from the clothing database which
has been designed. This method has a generality,
such that it can be easily transplanted for any dif-
ferent human models, and clothes and actions of the
generated puppet figure can be changed freely in any
different scene.

3.1 Acquisition and processing of 3D human
models

Three-dimensional scanned data acquisition and
pretreatment are required for extracting 2D contours
of the 3D human model and calculating its real di-
mensions. Three-dimensional data processing in-
cludes mainly automatic location of feature points
and automatic segmentation.

The entire data of a human body can be ob-
tained by a 3D scanner. The data used in this exper-
iment was obtained by using a whole body scanner
3D Mega Capturor II LF (InSpeck Inc., Canada)
(Fig. 2).

The 3D scanner connects to a computer with
data lines. The data of the human model obtained
can be stored in a specified model database of the
computer, and can be exported to different file for-
mats, including obj, fbx, dxf, stl, vrml, lwo, maya,
hrc, and 3ds. (McHenry and Bajcsy, 2008). All these
files store surface information of a human body, in-
cluding points, lines, and triangular meshes. Any
data of the 3D scanned models can be imported from
the model database.
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Because a female’s body has more complexities
than a male’s, a female model was chosen as the
experimental figure in this study (Fig. 3).

Fig. 2 The scanner 3D Mega Capturor II LF (InSpeck
Inc., Canada)

Fig. 3 The initial scanned female model

The scanned data is unordered—the orienta-
tions and the posture of the human model may be
different. After obtaining the data, the next step
is orientation judgment of the human body. This
study considers the right side of a human body as
the positive direction.

After acquiring and pretreating the scanned
data, the next important step is automatic location
of feature points. By analyzing the characteristics of
real human bodies, this study locates feature points
of the scanned model by partial cutting according to
the range of the dimensional proportion of the stan-
dard human body in anthropometry. If the size of
the scanned human model is not a standard one, such
as having a beer belly, we will calculate the location
of the feature point on a standard human body scale.

The ranges of the cutting refer to the dimen-
sional proportion of the standard human body in

anthropometry (Tilley, 1993). Different bodies have
different dimensions. Each dimensional proportion
is slightly different. To reduce errors, the cutting
scope of the human body in this study is expanded
appropriately.

Take the knee joint as an example. In an-
thropometry the proportion h99 of the perpendic-
ular distance between the knee and the horizon-
tal plane of the female model to the height of the
whole body is 0.282 (h99=(84+417)/1774=0.282).
In the same way, the proportion h50 is 0.282
(h50=(74+384)/1626=0.282). The proportion h1 is
0.272 (h1=(64+338)/1476=0.272).

Therefore, in anthropometry, by taking the
horizontal plane as the starting plane, the range of
the knee in proportion to the height of the human
body is from 0.272 to 0.282. We can refer to this ra-
tio range in positioning the knee of the 3D scanned
model. Because there are individual differences be-
tween human models, to reduce the error, we can
expand the scope of the positioning appropriately.
In this study the scope is from 0.25 to 0.30 (Fig. 4).
Within the scope, the scanned model is cut by a
set of planes parallel to the horizontal plane. The
distances between the adjacent planes are equal.

Fig. 4 The partial cutting planes in the scope

There are two methods for locating feature
points in this study. One is to calculate and com-
pare the number and the curvature of closed cycles
in a cross section, such as the crotch, left oxter, and
right oxter. The other is to calculate and compare
the length and the curvature of the adjacent cutting
circles between the body’s surfaces and the cutting
planes, such as the neck, shoulder, abdomen, knee,
elbow, ankle, wrist, mouth, nose, and eyes. Take the
crotch and the knee respectively to illustrate these
two methods. The points on the cutting plane are
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denoted as {Pi(xi, yi)|i = 0, 1, . . . , n− 1}, and then
the length of circle lc is

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

l0 = [(xn−1 − x0)
2 + (yn−1 − y0)

2

+(zn−1 − z0)
2]1/2,

li+1 = [(xi+1 − xi)
2 + (yi+1 − yi)

2

+(zi+1 − zi)
2]1/2,

lc = l0 +
n−2∑

i=0

li+1.

(1)

By the first method, the characteristic of the
knee is that its joint is swelled, and the length of the
cutting circle is longer than that of the adjacent up-
per and lower cutting circles. Accordingly, the plane
in which the knee is in is to be located by calculating
the length and the curvature of the cutting circle in
the cutting scope. The cross sections in which the
knees are in are shown in Fig. 5.

Fig. 5 The cutting circles in the scope in which the
joints of the knees are

Another method for feature point positioning
is calculating and comparing the number of closed
circles, for example, the crotch. In the cutting scope
of the crotch, the cross sections near the crotch are
different. The cross section above the crotch is shown
in Fig. 6a. There is one closed section. The cross
section below the crotch is shown in Fig. 6b, and
there are two closed circles—two legs’ cross sections.

On the basis of the located feature points, the
scanned model of the human body can be automati-
cally sectioned. The details are introduced as follows.

Take the right arm as an example. There are
three feature points known: one is the point of the
right shoulder denoted as Prs(xrs, yrs, zrs), and the
other two are the point of back right oxter denoted

as Prb(xrb, yrb, zrb) and the point of the front right
oxter denoted as Prf(xrf , yrf , zrf), as shown in Fig. 7.
The equation of the segmenting plane is

∣
∣
∣
∣
∣
∣

x− xrs y − yrs z − zrs
xrf − xrs yrf − yrs zrf − zrs
xrb − xrs yrb − yrs zrb − zrs

∣
∣
∣
∣
∣
∣
= 0. (2)

(a) (b)

Fig. 6 The cross sections above (a) and below (b) the
crotch

Prs

Prf

Prb

Fig. 7 The cutting plane of the right arm

The right arm is automatically separated from
the whole model by the segmenting plane. In the
same way, the other parts of the model can be sep-
arated. The 3D human model in this study is di-
vided into 16 different parts for movement agility:
the head, neck, chest, abdomen, upper left arm, up-
per right arm, lower left arm, lower right arm, left
hand, right hand, upper left leg, upper right leg,
lower left leg, lower right leg, left foot, and right foot
(Fig. 8).

We select 120 students in our university as ex-
perimental objects. Their heights are from 156 to
182 cm. Their positions of feature points are mea-
sured manually before scanning for comparison with
automatic locations to test the error and effective-
ness of the algorithm. The experimental results show
that the error is between −0.9 and +0.7 cm, and the
average time for automatic measurement is less than
0.1% of the manual measurement. The average cal-
culation in the process of automatic measurement is
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lower than 1% compared with other automatic seg-
mentation algorithms.

3.2 Automatic extraction of 2D contours

The main characteristic of shadow play is 2D.
All the parts of the body are linked by joints. Af-
ter the location of feature points and automatic seg-
mentation, the contours and the dimensions of the
shadow puppet figure can be calculated and mea-
sured automatically. The shadow puppet figure is
always sideways at five tenths—the proportion of
the projected 2D facial area to the entire 3D facial
area is five to ten, with a small number of six tenths,
seven tenths, eight tenths, or even a whole front face.
This ratio is determined by the projection plane. If
the operators want to display a different percentage,
they will select the corresponding projection plane,
and the other steps and algorithms are the same.
Here we choose sideways at five tenths of the face
commonly used in shadow puppet making for the
experiment. All the projection planes of the human
model are shown in Fig. 9.

Fig. 8 The results of automatic segmentation

Fig. 9 The projection planes

Take the upper right arm as an example. The
joints of upper right arm Pura(xura, yura, zura), the
front right elbow Pfre(xfre, yfre, zfre), and the back

right elbow Pbre(xbre, ybre, zbre) have been known.
The equation of the projection plane is

∣
∣
∣
∣
∣
∣

x− xura y − yura z − zura
xfre − xura yfre − yura zfre − zura
xbre − xura ybre − yura zbre − zura

∣
∣
∣
∣
∣
∣
= 0. (3)

As shown in Fig. 10, the coordinates of the 3D
human model are represented as XhYhZh. The plane
PbrePurePura is the projection plane of the upper
right arm. XfOfYf are the coordinates of the 2D
shadow puppet figure.

Yh

Zh

Pbre

Pfre

Pura

P0P′

P″P0Oh

Of Xf

Yf

Xh

Fig. 10 The coordinate systems of the projection
plane

Take one point P0(x0, y0, z0) on the upper right
arm as an example. First, put P0 from the human
coordinate system XhYhZh to the projection plane
PbrePuraPfre. The new coordinates of P0 are denoted
as P ′

0(x
′
0, y

′
0, z

′
0). Then the values of P ′

0 in the plane
PbrePuraPfre are shown in Eqs. (4) and (5):
⎡

⎣
x′
0

y′0
z′0

⎤

⎦

T

= −a · x0 + b · y0 + c · z0 + d

a2 + b2 + c2

⎡

⎣
a

b

c

⎤

⎦

T

+

⎡

⎣
x0

y0
z0

⎤

⎦

T

,

(4)
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a = (yfre − yura) · (zbre − zura)

−(ybre − yura) · (zfre − zura),

b = (zfre − zura) · (xbre − xura)

−(zbre − zura) · (xfre − xura),

c = (xfre − xura) · (ybre − yura)

−(xbre − xura) · (yfre − yura),

d = −a · xura − b · yura − c · zura.

(5)

Second, rotate the point P ′
0(x

′
0, y

′
0, z

′
0) of the

upper right arm in the plane PbrePuraPfre to the
plane XhOhYh. The angle between the two planes
is denoted as θ, the new coordinates are denoted as
P ′′

0 (x
′′
0 , y

′′
0 , z

′′
0 ), and the values are shown in Eqs. (6)

and (7):
⎡

⎣
x′′
0

y′′0
z′′0

⎤

⎦

T

=

⎡

⎢
⎣

√
x′2
0 + y′20 + z′20√

x′2
0 + y′20 + z′20

0

⎤

⎥
⎦

T ⎡

⎣
cos θ 0 0

0 sin θ 0

0 0 0

⎤

⎦ ,

(6)
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cos θ =
c√

a2 + b2 + c2
, sin θ =

√
a2 + b2√

a2 + b2 + c2
. (7)

Third, map the point P ′′
0 (x

′′
0 , y

′′
0 , z

′′
0 ) of the up-

per right arm in the plane PbrePuraPfre to the new
2D coordinate system XfOfYf , and the new 2D co-
ordinates are Pf(xf , yf). Then the coordinates of
Pf in XfOfYf are (x′′

0 , y
′′
0 ). All the parts of the hu-

man scanned model in the 3D coordinates XhYhZh

are projected into the 2D coordinates XfOfYf in the
same way.

The contours include not only each section’s
outline of borders, but also the facial organs’ con-
tour. The head projection needs to consider the fa-
cial features in addition to its outer contour. The
detailed processing is as follows. Take the apex nasi,
i.e., the highest point of the nose, as the equally di-
viding point. The lateral projection plane of the head
contains the apex nasi, and its direction parallels the
positive direction of the human body. Then put the
eyes, nose, mouth, and ears on the projection plane.
The 2D contours are shown in Fig. 11.

Fig. 11 The contours of all segments

After obtaining the initial 2D contours, data
processing is needed for the shadow puppet figure, in-
cluding resampling, standard posture recovery, joint
link processing, 2D location of feature points, and
dimension measurement. The details are introduced
as follows.

Overlapping points exist after the projection
from 3D space to 2D plane. So, the first step of
2D data processing is resampling—getting rid of
the redundant data and simplifying the data vol-

ume. Take the upper left leg as an example, de-
noted as {Pli(xi, yi)|i = 0, 1, . . . , Nl − 1}. First, or-
der the 2D projection data vertically, {Pli(xi, yi)|i =
0, 1, . . . , Nl − 1}, yi ≤ yi+1. Then cut the projection
area with a set of parallel lines. The function of the
line is

yj =
(ymax − ymin) · j

Nl
, j = 0, 1, . . . , Nl − 1, (8)

where the minimum and maximum values of the
Y axis are denoted as ymin and ymax, respectively.
If |yi − yj | ≤ ε (ε is set to 0.001 in this study,
which is the minimum error), then yi = yj . Keep
each starting point Pminj

(xmin, yj) and the end point
Pmaxj

(xmax, yj) on the cutting lines, as shown in
Fig. 12a. Save all the new points in clockwise order.

(a) (b) (c)

Fig. 12 The 2D data processing of the upper left
leg: (a) resampling; (b) standard posture recovery;
(c) joint linking

Because of the different postures of the 3D
scanned human models, the postures of the contours
calculated are different, and standard posture recov-
ery is needed. The steps are as follows: calculate
the center of the upper and lower boundaries of each
section (standard posture recovery); link two center
points of each section as the centerline; rotate each
section around the centerline as the axis of rotation
until the centerline is parallel to the horizontal plane
(Fig. 12b).

From Fig. 11, we can see that neither end of the
projection of each section is smooth. Then the next
step is joint link processing—an arc surface patch
is added to each end edge of a section’s projection;
the center is its joint in the middle of the end edge
(Fig. 12c). After the above 2D data processing, the
function of the curve of the contour can be calculated
as

yi = fi(x) =
yi+1 − yi
xi+1 − xi

· x+
xi+1 · yi − xi · yi+1

xi+1 − xi
,

xi ≤ x ≤ xi+1, i = 0, 1, . . . , Nl − 2.

(9)
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The final steps of data processing are all the
2D key point locating positions and dimension mea-
surement for matching with clothes. All the 2D
key points need to be located. Some of the fea-
ture points have been labelled, and some are newly
added. The method of feature point positioning for
the 2D contour is as follows: calculate the curvature
of the contour, and then compare it with other con-
tours’ curvatures. Take the abdomen {Pai(xi, yi)|i =
0, 1, . . . , Na − 1} as an example. The curvature σi is

σi =
yi+1 − yi
xi+1 − xi

, i = 0, 1, . . . , Na − 2. (10)

The 2D initial naked figure of the shadow pup-
pet is shown in Fig. 13. The results show that our ap-
proach is more accurate compared with the method
of obtaining 2D contours of the human body from
2D images. It overcomes the overlaps of each section
from 2D images, and calculates the precise dimen-
sions of the contours of 3D human models with a
small and negligible error.

Fig. 13 All the contours after reprocessing

3.3 Automatic clothes matching of shadow
puppet figures

After contour extraction of the shadow puppet
figure, automatic processing, and dimension mea-
surement, we need to have each part colored and de-
sign clothes. The clothes of the database have been
designed according to the segments of the shadow
puppet figure and the feature points set in this study.
The clothes matching of the shadow puppet figure

can be achieved by two methods from the database
of the clothes designed in this study.

One is the complete pattern matching—all the
patterns of the clothes selected from the database
will map to the naked shadow puppet figure; the
other is partial pattern matching—keeping the main
pattern of the clothes selected from the database un-
changed. With the first matching method, the pat-
tern will basically be deformed because of the dif-
ferent body sizes of human models, but the entire
pattern will be kept. With the second method, some
patterns on the clothes will be discarded, but the
main pattern will be undeformed. Both of them are
matching according to the contours and dimensions
of the 2D shadow puppet figure. The two methods
will be respectively introduced with a detailed expla-
nation in the following.

The first method includes the proportion calcu-
lation for each relevant size between the naked con-
tours and the matched clothes, scaling each part of
the clothes vertically and horizontally, and mapping
key points using the function of the contours.

To show the shape of the body, we design a
cheongsam for the shadow puppet figure according
to its contours and dimensions. The points’ set of the
chest is {Pi(xpi, ypi)|i = 0, 1, . . . , N − 1}. The an-
cient costume in the database also has dimensions
and key points. The points’ set of the chest in
the cheongsam is {Qi(xqi, yqi)|i = 0, 1, . . . , N − 1}.
The new coordinates of the abdomen’s points match-
ing with clothes are denoted as {P ′

i (x
′
pi, y

′
pi)|i =

0, 1, . . . , N − 1}. Some key dimensions of the ab-
domen for the 2D puppet figure are denoted as Wpi,
Wpj , Wpk, Hpi, Hpj , Hpk (Fig. 14a). The key di-
mensions of the cheongsam on the abdomen in the
database are denoted as Wqi, Wqj , Wqk, Hqi, Hqj ,
Hqk (Fig. 14b).

In the method, first, the area of the contour
according to the key points is divided into three re-
gions: the upper arc section PI, the middle section
PJ, and the lower section PK; in the same way, the
clothes to be matched are divided into QI, QJ, and
QK. Next, a corresponding relation is obtained by
calculating the size of the measured data on each
region: Wpi=Swi·Wqi, Hpi=Shi ·Hqi. Then scale
each region according to the proportion coefficient.
The clothes are matched according to the propor-
tion coefficient of each horizontal line; the starting
point and the end point on each horizontal line are
divided equally from top to bottom, W ′

qx = Wqx ·
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Swj (Fig. 14c). Finally, the pattern of clothes region
is mapped to the shadow play figures on the corre-
sponding area (Fig. 14d). The 2D transformation
matrix is
⎡
⎢⎣
x′
pi

y′
pi

1

⎤
⎥⎦=

⎡
⎢⎣
x′
qi

y′
qi

1

⎤
⎥⎦

⎡
⎢⎣
1 0 0

0 Shi 0

0 0 1

⎤
⎥⎦=

⎡
⎢⎣
xqi

yqi
1

⎤
⎥⎦

⎡
⎢⎣
Swi 0 0

0 Shi 0

0 0 1

⎤
⎥⎦ .

(11)

The corresponding key points of the 2D clothes
outlined map with the key points of the 2D shadow
puppet figure’s contours, respectively. The rest of
the points also map with each other according to the
corresponding relationship between key points. The
same processing is done for the abdomen, neck, and
other segments. By repeating such processing, all
the parts can be matched.

The second method includes the proportion cal-
culation of the whole relevant size between the naked
contours and matched clothes, scaling the whole
clothes, and mapping key points according to the
function of the contours.

Fig. 15 shows an example of matching the
cheongsam on the abdomen. First the area of the
contour is divided into three regions according to the

key points: PI, PJ, and PK (Fig. 15a). In the same
way the clothes are divided into QI, QJ, and QK
(Fig. 15b). Then the minimum bounding box of each
section is calculated for the contour and cheongsam
according to their key points and outline’s func-
tion. The areas of the box calculated, Spi, Spj , Spk,
are the areas of the contour’s boxes ApiBpiCpiDpi,
ApjBpjCpjDpj, ApkBpkCpkDpk respectively; Sqi,
Sqj, Sqk are the areas of the cheongsam’s boxes
AqiBqiCqiDqi, AqjBqjCqjDqj , AqkBqkCqkDqk re-
spectively; and the proportion of the corresponding
bounding box’s area is obtained, denoted as Si, Sj ,
Sk, Si=Spi/Sqi, Sj=Spj/Sqj, Sk=Spk/Sqk. Com-
pare and select the maximum value among Si, Sj ,
Sk, denoted as Smax. The whole pattern of each re-
gion is scaled within the proportion coefficient Smax,
while keeping the shape of all the clothes unchanged;
the horizontal and vertical proportions in the pattern
have not changed, and the points of the contour are
all in the region of the clothes (Fig. 15c). Finally,
the part pattern of clothes is mapped to the shadow
play figure on the corresponding area according to
the function of the contours (Fig. 15d), and the 2D
transformation matrix is shown in Eqs. (12)–(15).
The proportion of the pattern in mapping to the

(a) (b) (c) (d)

Wpi

Hpi

Wqi

Wqx

Wqj

Wqk

Hqk

Hqj

Hqi

Wpi Wpi

Wpx

Wpj

Wpk

WqxW ′
Wpj

Wpk

Hpk Hpk

Hpj Hpj

Hpi Hpi

Hpj

Hpk

Wpx

Wpj

Fig. 14 The first mapping method between the contours and clothes: (a) naked abdomen of the shadow puppet
figure; (b) matched clothes of the abdomen; (c) scaling the matched clothes; (d) final matched result

(b)(a) (c) (d)
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Dpi
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Fig. 15 The second mapping method between the contours and the clothes: (a) naked abdomen of the shadow
puppet figure; (b) matched clothes of the abdomen; (c) scaling the matched clothes; (d) final matched result
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naked figure, η, is calculated using Eq. (16).
⎡

⎣
x′
qi

y′qi
1

⎤

⎦ =

⎡

⎣
xqi

yqi
1

⎤

⎦

⎡

⎣

√
Smax 0 0

0
√
Smax 0

0 0 1

⎤

⎦ , (12)

⎡

⎣
x′
pi

y′pi
1

⎤

⎦ =

⎡

⎣
x′
qc

y′qc
1

⎤

⎦+

⎡

⎣
xpc

ypc
1

⎤

⎦−
⎡

⎣
xpi

ypi
1

⎤

⎦ , (13)

xpc =
1

n

n∑

i=0

xpi, ypc =
1

n

n∑

i=0

ypi, (14)

x′
qc =

1

n

n∑

i=0

x′
qi, y

′
qc =

1

n

n∑

i=0

y′qi, (15)

η =

∫ x′
p(n−1)

x′
p0

f ′
p(x

′
p)dx

′
p

Smax ·
∫ xq(n−1)

xq0

fq(xq)dxq

× 100%. (16)

In the same way, different clothes, hats, shoes,
and other ornaments designed for shadow puppet fig-
ures in scenarios according to their real dimensions
obtained from scanned data can be realized (Fig. 16).
Using the two key points for the reference to mea-
sure the scaling proportion and the rotation angle,
the hair is scaled and rotated to match the head of
the shadow puppet figure. Also, the clothes in the
database can be designed and updated based on the
available human data.

Fig. 16 Map between the head and hair accessories

All the parts of the shadow puppet figure in this
study are linked by joints. The motion of the figure
can be controlled by the rotating angles of joints con-
strained by kinesiology. Then the animation could
be generated automatically after selecting stories and
scenarios.

Suppose that all the points of the 3D human
model are {Pi(xi, yi, zi)|i = 0, 1, . . . , N3d−1}, where
N3d is the number of the points, and that all the
points of the 3D human model are {P ′

i (x
′
i, y

′
i)|i =

0, 1, . . . , N2d − 1}, where N2d is the number of the
points. Our method can be described as in Algo-
rithm 1.

Algorithm 1 Processing of our method
Input: The data of the 3D human model

{Pi(xi, yi, zi)|i = 0, 1, . . . , N3d − 1}
Output: The data of the shadow puppet figure

{P ′
i (x

′
i, y

′
i)|i = 0, 1, . . . , N2d − 1}

Step 1: Preparation
1.1 Locate the feature points of the 3D human model
1.2 Segment the 3D human model into 16 parts auto-
matically according to its key feature points
Step 2: 2D contour extraction
2.1 Position the projection plane of each segment ac-
cording to its key feature points
2.2 Map each 3D segment to its projection plane, and
then obtain its 2D contours
Step 3: Data processing
3.1 Resample the initial contours
3.2 Transform each contour to a standard posture
3.3 Process each joint link, and then obtain the new
contours of the 2D figure, denoted as {Pi(xi, yi)|i =
0, 1, . . . , Nf − 1}
3.4 Label all the 2D key points for the next step
(clothes matching)
Step 4: Clothes matching
Obtain the data of shadow puppet figure
Step 5: Select stories and scenes
Generate animation automatically

4 Experimental results

One hundred and twenty students aged from 18
to 29 years old in our university have participated
in the experiment and their interest and satisfaction
in the shadow puppet play were investigated with
our method. The process of the experiment is as
follows: the human body being scanned with simple
underwear or tight clothes stands in the center with
enough space between arms, legs, and the main body.
The scanned data can be transferred to the database
in the computer through data lines. The operator
can choose the model to extract its 2D contours and
choose the clothes, story, and scene in the already
designed database. Then the shadow play anima-
tion will be automatically generated. Figs. 17 and
18 both show a series of the shadow puppet figure
animations generated with a female model. Fig. 19
is generated with a male model. The figures, clothes,
scene, and quantity of shadow play figures are freely
chosen. The average number of points of the mod-
els in the experiment, time complexity, and average
computation time in each processing are shown in
Table 1.
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Fig. 17 An animation of the female puppet figure

Fig. 18 Another animation of the female puppet figure

Fig. 19 The animation of the male puppet figure

The interest degree of the shadow puppet play
in our questionnaire was divided into three types,
i.e., not interested, a little interested, and very in-
terested. The results of the questionnaire on degree
of interest are shown in Table 2. The experimental
results showed that the proportion of ‘very inter-
ested’ in the shadow puppet play with our method
is up to 100%; compared with virtual models, more
people were interested in real shadow puppets with
different optional characters modeling and real-time
animations. Since some of the subjects will have dif-
ferent cultures and backgrounds, the percentage of
the interest in shadow play may have a small error,

but the participants of the shadow play in model-
ing and animation with our method showed a strong
interest in the experiment.

5 Conclusions and future work

Real modeling and real-time animations of
shadow puppet figures based on real dimensions of
human bodies obtained from 3D scanned data are at-
tracting more people. With the method proposed in
this paper, realistic figures of shadow puppets can be
made and played not only in real shadow plays but
also in digital animations. It is a natural and novel
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way of promoting the classic cultural treasure. This
method can be applied to other shadow play animals’
making and animation. Based on our experiments,
the respondents involved are very interested and sat-
isfied. In the future, more types of human models
such as aged people and children, even animals, will
be researched; the facial expression and makeup of
the shadow puppet figure can be researched for a
more fascinating image or an exaggerated design ac-
cording to the need. More stories, scenes, and effects
such as lighting could be added. The operation of
the shadow puppet figure can also be combined with
interactive technologies.

Table 1 Average number of points, time complex-
ity, and average runtime for the different processing
steps∗

Processing Average number Time Average
step of points complexity runtime (ms)

Automatic 282 676 O(logn) 8.3
segmentation

Automatic 2D 282 676 O(logn) 7.5
contour extraction

Automatic 87 532 O(n) 3.1
clothes matching

Automatic 87 532 O(n) 2 ms/frame
animation
∗ Setting: Intel Core i5-2520M CPU 2.50 GHz with 4 GB of
main memory in Visual Studio 2010

Table 2 The results of the questionnaire for the in-
terest degree

Interest degree
Number of Percentage

experimental subjects (%)

Not interested 0 0
A little interested 2 1.67
Very interested 118 98.33
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