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Abstract:    Rapid growth in information technology and computer networks has resulted in the universal use of data transmission 
in the digital domain. However, the major challenge faced by digital data owners is protection of data against unauthorized cop-
ying and distribution. Digital watermark technology is starting to be considered a credible protection method to mitigate the 
potential challenges that undermine the efficiency of the system. Digital audio watermarking should retain the quality of the host 
signal in a way that remains inaudible to the human hearing system. It should be sufficiently robust to be resistant against potential 
attacks. One of the major deficiencies of conventional audio watermarking techniques is the use of non-intelligent decoders in 
which some sets of specific rules are used for watermark extraction. This paper presents a new robust intelligent audio water-
marking scheme using a synergistic combination of singular value decomposition (SVD) and support vector machine (SVM). The 
methodology involves embedding a watermark data by modulating the singular values in the SVD transform domain. In the 
extraction process, an intelligent detector using SVM is suggested for extracting the watermark data. By learning the destructive 
effects of noise, the detector in question can effectively retrieve the watermark. Diverse experiments under various conditions have 
been carried out to verify the performance of the proposed scheme. Experimental results showed better imperceptibility, higher 
robustness, lower payload, and higher operational efficiency, for the proposed method than for conventional techniques. 
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1  Introduction 
 

The rapid development of cybernetics and in-
formation technologies, their universal application in 
various sectors of the postindustrial era, in the form of 
Internet and Intranet worlds, and the emergence of a 
knowledge-based environment for the swift and easy 

transportation of various types of data (such as audio, 
image, and video) allow people to share their data. 
One of the consequential legacies of such a techno-
logical revolution is the privilege for people of all 
standards of living and socioeconomic orientations to 
exchange and share data. These advantages, however, 
have not been without costs for designers, manufac-
turers, and users alike. One of such problems is the 
fact that owners are, more often than not, reluctant to 
let their works be disseminated without their due 
sanction. It is therefore crucial to effectively safe-
guard and protect data with strict copyright. Water-
marking is one of such techniques that make it  
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possible for the owner information (i.e., watermark 
signal or simply watermark) to be imperceptibly 
hidden into an original signal as a text, numerical 
sequence, or image that safeguards owner infor-
mation against attacks. Various watermarking 
schemes recently applied principally use images or 
videos. The audio watermarking approach has at-
tracted the attention of researchers. Because the hu-
man auditory system is much more sensitive than its 
visual system, embedding data within audio signals in 
an imperceptible way is significantly harder than 
embedding an image or video. 

An effective audio watermarking scheme should 
generally meet the imperceptibility, robustness, and 
payload requirements (Hartung and Kutter, 1999; 
Arnold, 2000; Cox et al., 2007).  

The imperceptibility condition implies that the 
difference between the watermarked and original 
signals is not understandable. Based on the recom-
mendation by the International Federation of the 
Phonographic Industry (IFPI), a watermarked signal 
should function in such a manner as to have a signal- 
to-noise ratio (SNR) larger than 20 dB. Note that SNR 
is known as an objective measure that cannot be 
considered solely to be a good measurement for audio 
imperceptibility. For this reason, another objective 
measurement, called the objective difference grade 
(ODG), is considered. Moreover, a subjective meas-
urement, mean opinion score (MOS), is used. 

Robustness denotes the resistance of the water-
marked signal against common signal processing and 
malicious attacks. Payload determines the maximum 
volume of data that can be placed in the host signal. 
As far as audio signals are concerned, payload refers 
to the number of watermark bits that can possibly be 
inserted within a host signal per unit of time. It is 
noteworthy that the minimum payload is 20 bits/s. 

The watermarking schemes try to optimize the 
trade-off among the aforementioned requirements. 
No single and exclusive method has been presented to 
simultaneously meet all said requirements. 

Most of conventional audio watermarking 
methods attempt to improve the trade-off among the 
three mentioned requirements, namely, impercepti-
bility, robustness, and payload. Such improvements 
have been achieved by introducing an appropriate 
embedding scheme, based on new modulation in a 
special domain, locating optimal insertion regions, 

capturing the intensity of watermark embedding, or 
combinations of them. Generally, non-intelligent 
correlation-based watermark decoders are applied in 
their extraction due to low complexity and simplicity. 
The major problems of these detectors are depend-
ency on the decision threshold and the use of a series 
of specific rules, which undermines their performance. 
A new intelligence-based watermark decoding 
scheme, using the support vector machine (SVM), is 
used to overcome the system deficiencies, by learning 
the destructive effects of attacks and effectively ex-
tracting the watermark data. Moreover, the watermark 
data is inserted into the host signal according to the 
modulation of singular values (SVs) in the singular 
value decomposition (SVD) domain. The main reason 
for selecting the SVD domain is that the SVs change 
slightly and do not affect the quality of the audio 
signal. Moreover, the SVs are not significantly af-
fected by audio-processing attacks. 
 
 
2  Related works 

 
Typical methods presented for audio water-

marking can be categorized as intelligent audio wa-
termarking schemes and non-intelligent ones. 

2.1  Intelligent methods 

Wang and Lin (2005) proposed an audio wa-
termarking scheme based on discrete wavelet trans-
form (DWT) and SVM. They used SVM as a means 
for capturing the characteristics of a watermark, em-
bedded in low-frequency coefficients, in the wavelet 
domain. Wang et al. (2008) suggested a new SVM- 
based scheme, in which SVM was used to locate the 
optimal embedding positions in the original signal. 
Then they performed embedding operations on sta-
tistical average values of low-frequency components 
in the wavelet domain. Moreover, the SVM learning 
machine was applied in image watermarking. Yen 
and Wang (2006) proposed a new image watermark-
ing scheme based on SVM, in which the SVM was 
trained to learn how to embed a binary random se-
quence, called the training sequence, into blue chan-
nels of the central and surrounding pixels. Then, with 
the help of the trained SVM, the owner’s signature is 
embedded. In other words, the trained SVM was used 
to determine whether the current blue channels of the 
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central and surrounding pixels need to be modified. 
Tsai and Sun (2007) proposed an SVM-based color 
image watermarking scheme in the spatial domain, 
wherein watermark extraction was considered a bi-
nary classification problem. Fu and Peng (2007) 
proposed an image watermarking scheme based on 
the subsampling technique in the wavelet domain. By 
using support vector regression (SVR), their scheme 
could model the relationship between randomly se-
lected coefficients and the corresponding coefficients 
in other positions. Peng et al. (2010) presented an 
SVM-based image watermarking scheme in the mul-
tiwavelet domain, in which the special frequency 
band and property of the image in the multiwavelet 
domain were applied in the watermarking algorithm. 
SVM was used to learn the mean value relationship  
of multiwavelet coefficients in two approximation 
subbands. 

Lei et al. (2013) proposed a novel evolution- 
based audio watermarking scheme for breath sound, 
by combining lifting wavelet transform (LWT), dis-
crete cosine transform (DCT), SVD, and dither mod-
ulation (DM) quantization techniques. At first, this 
method applies DCT over LWT high-frequency co-
efficients. Afterward, the embedding operation was 
carried out by quantizing the SVs of the LWT–DCT 
coefficients. The particle swarm optimization algo-
rithm was considered for optimizing the quantization 
steps.  

Peng et al. (2013) introduced a new learning- 
based algorithm using kernel Fisher discriminant 
analysis (KFDA). In this scheme, each frame is di-
vided into two subframes, using the downsampling 
technique, and the watermark data is embedded ac-
cording to the local energy between the subframes. 
Moreover, the KFDA discriminator is applied to 
model the local energy relationship hidden in the 
watermarked audio signal. 

Mohsenfar et al. (2013) suggested an efficient 
audio watermarking method based on the genetic 
algorithm (GA). In their method, after applying QR 
decomposition on audio blocks, the most appropriate 
locations in the QR domain are searched by GA to 
embed the watermark data.  

2.2  Non-intelligent methods 

Abd El-Samie (2009) presented an efficient 
SVD-based algorithm, in which the original signal 

was first segmented in both time and several trans-
form domains. Then, the watermark was inserted by 
applying two sequential SVD transformations on the 
segments. 

Fan and Wang (2009) proposed an effective 
method using discrete fractional sine transform 
(DFRST). In this method, after selecting the middle- 
frequency coefficients of the audio blocks and per-
forming DFRST on them, the watermark sequence is 
embedded into the largest amplitude of DFRST  
coefficients.  

Dutta et al. (2010) suggested a watermarking 
method for localizing the high-energy regions in the 
original signal for embedding the watermark data. 
The embedding operation was carried out by quan-
tizing the SVs in the wavelet domain. 

Tao et al. (2010) introduced a new scheme based 
on LWT. The watermark data was inserted by modi-
fying the statistical average values of the subband 
coefficients. Moreover, the watermark strength was 
determined adaptively.  

Bhat et al. (2010) proposed an adaptive algo-
rithm based on SVD in the wavelet domain. Data 
embedding was performed by modulating the SVs of 
low frequencies in the wavelet domin, and then using 
the quantization index modulation (QIM) technique. 
The quantization step is characterized by the mean, 
standard deviation, and norm of the low frequencies. 
Moreover, Bhat et al. (2011) suggested a method 
using DM quantization of the SVs of the blocks.  

Wang et al. (2011a) proposed a pseudo-Zernike 
moment-based audio watermarking scheme to with-
stand desynchronization attacks. This method embeds 
watermark data into the average value of the modulus 
of the low-order pseudo-Zernike moment. Moreover, 
they proposed an audio watermarking scheme, in 
which, instead of low-order pseudo-Zernike moments, 
wavelet moment invariance was used (Wang et al., 
2011b). Moreover, because of high performance, the 
moments were applied for image watermarking with 
great success (Tsougenis et al., 2012).  

Lei et al. (2012) presented a robust audio wa-
termarking scheme by combining LWT and SVD. 
The watermark data was embedded into the SVs of 
the LWT low-frequency coefficients.  

Hu et al. (2014) proposed a new scheme inspired 
from human auditory perception. At first, they de-
composed the audio signal into critical bands, by 
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using discrete wavelet packet transform (DWPT). 
Then, DCT was applied to analyze the content of the 
critical bands in DWPT. Subsequently, the watermark 
data was embedded in the DCT coefficients by the 
QIM technique.  

Dhar and Shimamura (2015) presented a new 
method based on entropy and log-polar transfor-
mation (LPT). At first, low-frequency DCT coeffi-
cients of the audio blocks were calculated. After di-
viding these coefficients into sets of subbands, the 
entropy of each subband was computed. The water-
mark data was inserted into the Cartesian components 
of the largest SV of the DCT subband with the highest 
entropy value of each block. 
 
 
3  Preliminaries 

3.1  SVD decomposition 

SVD, a common analytical framework for nu-
merical analysis, has been used in many signal pro-
cessing applications. Because of its unique features, 
SVD has emerged as a universally used technique in 
the watermarking domain. Given its main technical 
superiority, any minor modification in large SVs is 
unlikely to alter the transparency of the cover object. 
A typical SVD with an m×n matrix, A, is formulated 
as follows:  
 

11 12 1 11 12 1

21 22 2 21 22 2T

1 2 1 2

T
11 12 1

21 22 2

1 2

                     ,

r r

r r

m m mr r r rr

r

r

n n nr

u u ... u s s ... s
u u ... u s s ... s

u u ... u s s ... s

v v ... v
v v ... v

v v ... v

   
   
   = =
   
   

  

 
 
 ⋅
 
 
 

     

  

A USV

  

(1) 
 

where U is an m×r orthogonal matrix, S is an r×r 
diagonal matrix with nonnegative elements on the 
diagonal, and V is an n×r unitary matrix. The 
nonnegative diagonal elements of S, known as SVs of 
A, are arranged in descending order. SVD is generally 
used in applications such as image processing, 
least-squares fitting of data, matrix approximation, as 
well as determination of the matrix rank, range, and 
null space (Trefethen and Bau, 1997). 

3.2  Support vector machine 

SVM is known as a powerful binary classifier in 
the machine learning domain. It can effectively and 
accurately analyze data and recognize patterns. 
Given a set of training data containing samples la-
beled as belonging to one of two determined classes, 
an SVM training algorithm builds a model that cat-
egorizes new samples into one class or the other. This 
is therefore referred to as a non-probabilistic binary 
linear classifier. An SVM is a representation of 
samples that can be imagined as points in space. It 
maps the samples belonging to isolated categories 
into regional spaces, divided by a clear gap that is 
expected to be as wide as possible. New samples are 
then mapped into the same space and anticipated to 
belong to one of the categories, based on whichever 
sides of the gap they fall on (Cortes and Vapnik, 
1995).  

 
 

4  The proposed method 
 
As previously noted, several audio watermark-

ing schemes have been presented. Most of them fo-
cus on the embedding stage in an attempt to insert the 
watermark data in such a manner as to decrease the 
effect of audio-processing attacks. Their extraction 
phase, on the other hand, can be performed without 
any intelligence and solely by a set of specific rules. 
In this study we propose an intelligent watermark 
decoder, based on SVM, which is able to learn the 
disruptive effects of processing attacks and effec-
tively extract the watermark data. Moreover, water-
mark embedding is performed based on special 
modulation of the SVs, using the SVD decomposi-
tion method. Details of the proposed technique are 
described in the following sections. 

4.1  Watermark embedding 

Given its robustness against signal processing 
attacks, the SVD decomposition method is used to 
insert the watermark data. The watermark data, WD, 
includes two parts: one is a random binary sequence, 
known as the training sequence and indicated by TS, 
and the other is a watermark image, of size M=t1×t2, 
denoted by WI. Therefore, the length of the water-
mark data is P=N+M. Steps of the embedding pro-
cedure are shown in Algorithm 1. 
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Algorithm 1    Procedure for watermark embedding  
Input: host signal Z, watermark data WD, and key K. 
Output: watermarked signal WS. 

Step 1: Divide the host signal Z into non-overlapping 
frames, each containing LZ samples, where 
 

length( ) ,
length( )

L
 

=  
 WD

Z  

 
where ⋅    returns the largest previous integer. 

Step 2: Segment the calculated frames into blocks, rep-
resented by L× L matrices. 

Step 3: Select P blocks for embedding watermark data, 
WD, based on a pseudorandom generator, with the key K. 

Step 4: Apply SVD over the selected blocks: 
 

T ,  1,2,..., .p p p p p P= =A U S V  

 
Step 5: Calculate the norm of the diagonal matrix Sp as 

follows: 
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Step 6: Quantize the norm values Xp as follows: 
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where Δ indicates the quantization step. 

Step 7: Embed the watermark data, WD, based on the 
following modulation: 
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where d is a positive value used to maximize the robustness. 

Step 8: Modify the singular values by  
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Step 9: Perform the SVD inverse: 
 

T ,   1,2,..., .p p p p p P′ ′= =A U S V  

 
Step 10: Reconstruct watermarked signal WS via modi-

fied p′A  blocks. 

4.2  Watermark extraction 

Different signal processing attacks, such as noise 
addition, filtering, re-sampling, re-quantization, and 
MP3 compression, can corrupt the watermarked sig-
nal and, consequently, undermine the performance 
efficiency of the watermark decoder. Most audio 
watermarking schemes generally apply correlation- 
based watermark decoders. The major challenges 
posed by these decoders include dependency on the 
threshold value and the use of a set of non-intelligent 
specific rules for watermark extraction. In this study 
we present a novel intelligence-based watermark 
detector using SVM. It has some technical features 
that are unique in extracting the watermark data by 
learning the destructive effects of attacks on SVs of 
audio blocks. The proposed extraction phase includes 
two parts: training the SVM learning machine and 
extracting the owner signature. In the first part, pre-
processing operations, including framing, blocking, 
and computing SVs of blocks, are initially performed 
on the received signal. Then, N labeled training pat-
terns are generated using the computed SVs of the 
first N blocks and training sequence, denoting the 
labels, according to  
 

1 2training _ patterns ( , ,..., ,TS( )),1 ,i i iLs s s i i N′ ′ ′= ≤ ≤  (2) 
 
where is′  are the SVs of the ith block of the received 
signal and TS(i)={−1 or +1} are the labels. Finally, 
SVM is trained using the labeled training patterns. 

In the second part, the main goal includes re-
trieving the owner signature via the trained SVM 
machine. For this purpose, at first, M testing patterns 
are extracted via the SVs of the next M blocks: 
 

1 2testing _ patterns ( , ,..., ), 1 .i i iLs s s N i N M′ ′ ′= + ≤ ≤ +  
(3) 

 

Subsequently, labels of the extracted testing set are 
identified via the trained SVM, as follows: 
 
owner _ signatuer( )

0,  if returned label( ) 1,
  1 .

1,  if returned label( ) 1,

i
i

N i N M
i
= −

= + ≤ ≤ + = +

(4) 

 
The pseudocode of this method is shown in Al-

gorithm 2. 
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Algorithm 2    Procedure for watermark extraction 
Input: received signal Z′, training sequence TS, and key K. 
Output: owner signature. 

Step 1: Divide the received signal Z′ into non- 
overlapping frames containing L2 samples, similar to the same 
in the embedding phase. 

Step 2: Segment the calculated frames into L×L square 
blocks. 

Step 3: Select P blocks according to the pseudorandom 
generator with key K. 

Step 4: Apply SVD over P selected blocks: 
 

T ,   1,2,..., .p p p p p P′ ′ ′ ′= =A U S V  

 
Step 5: Generate N training patterns via the first N sin-

gular value matrices p′S  using Eq. (2). 

Step 6: Train SVM by using the training patterns. 
Step 7: Generate M testing patterns via the next M sin-

gular value matrices p′S  using Eq. (3). 

Step 8: Decode labels of M test patterns via the trained 
SVM. That is, the watermark bit is 0 if the output of SVM is −1, 
and 1 otherwise. 

Step 9: Reconstruct the owner signature via the obtained 
watermark bits. 

 
 

5  Experimental results 
 

To evaluate the proposed scheme, five different 
audio files were used (Table 1). A picture of size 
M=40×40 (Fig. 1) was used as a watermark image. 
The training sequence was a random binary sequence 
with N=1225, zero mean, and unit variance. Hence, 
the final length of the watermarked data was P=2825. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

In addition, the proposed method was imple-
mented using MATLAB. To train the SVM classifier, 
values of some basic parameters are listed in Table 2 
and other parameters were set to their default values. 
 

Table 2  Values of some basic parameters for training 
the SVM classifier 
Parameter Value Description 
Kernel RBF Kernel function used to map the 

training data into the kernel space 
Method LS Method used to find the hyper-plane 

 
Generally, there are two criteria for defining the 

imperceptibility for audio watermarking schemes, 
namely ODG and SNR. 

ODG is an objective test, the result of which is 
calculated by perceptual evaluation of the audio 
quality algorithm (PEAQ), characterized in ITU 
BS.1387-1 (Kabal, 2002). To measure the ODG val-
ues, we have applied the OPERA software based on 
PEAQ Advanced, which has been introduced by 
OPTICOM. ODG ranged from −4 to 0 (Table 3). 
Because the final judgment on the quality of the wa-
termarked audio signal was performed by the human 
auditory system, we have used a subjective test. The 
MOS measure is considered a subjective criterion 
(Table 3). 
 
 

 
 
 
 
 
 
 
 
SNR is a measure applied in signal processing 

science and expresses the power ratio of the original 
signal with respect to the power of background noise. 
It can be calculated as follows: 

 
2

2
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n n

 
 =
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∑
∑

S

S S
      (5) 

 
where S[·] is the original signal and S′[·] is the wa-
termarked signal. 

Table 1  Characteristics of audio files 

Genre Playing 
time (s) 

Sampling 
rate (kHz) Format Coding 

Jazz   9.98 

44.1  Wave 16-bit 
Mono 

Blue   9.28 
Classic 10.00 
Rock   9.65 
Electronic 10.00 

 

Table 3  ODG and MOS descriptive values 
MOS ODG Description 
5.0 0 Imperceptible 
4.0 −1 Perceptible, but not annoying 
3.0 −2 Slightly annoying 
2.0 −3 Annoying 
1.0 −4 Very annoying 

 

Fig. 1  The watermark image 
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The results obtained by evaluating the trans-
parency of the proposed method over different audio 
files are illustrated in Table 4. 

 
 
 
 
 
 
 
 
 
 
 

The average values SNR=42.0779 dB and 
ODG=−0.33 indicated a high imperceptibility ob-
tained by using the proposed method. 

Moreover, subjective evaluation has been done 
using an ABX test (Acevedo, 2006). In each test we 
considered the original audio signal A, the watermark 
audio signal B, and the undefined audio signal X, 
which could be either A or B. For this purpose, five 
listeners were employed and asked to report the  
MOS scores, according to Table 3. All the reported 
MOS scores were very close to five, indicating  
that our proposed method presents a very good  
imperceptibility. 

Table 5 shows a comparison between the  
proposed method and former works in terms of  
transparency. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
To evaluate the robustness of the proposed 

method against different signal processing attacks, 
two important measures, normalized correlation (NC) 
and bit error rate (BER), were applied. 

The NC coefficient was used to compare the 
similarity between the original and the extracted wa-
termarks, expressed by  
 

1

2 2
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W W
W W
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       (6) 

 
where Wa and Wb are the original and extracted wa-
termarks respectively, and P denotes the watermark 
length. 

The BER measure was applied to show the ac-
curacy of the watermark decoder, after signal pro-
cessing attacks. It is defined as follows: 

 

1

1BER( , ) ( ) ( ),
P

a b a b
i

i i
P =

= ⊕∑W W W W         (7) 

 
where ‘⊕’ is the exclusive OR (XOR) operator.  

Stirmark attacks (Lang, 2005) and also common 
signal processing attacks, including noise addition, 
low-pass filtering, MP3 compression, re-quantization, 
and re-sampling, are presented as follows: 

Noise addition: The white Gaussian noise is 
added to the watermarked signal. 

Low-pass filtering: A low-pass filter with a  
4 kHz cut-off frequency is applied to the watermarked 
signal.  

MP3 compression: The watermarked signal is 
compressed at the bit rate of 64 kb/s and then  
decompressed. 

Re-quantization: Quantize down the watermarked 
signal to 8-bit, followed by re-quantization to 16-bit.  

Re-sampling: Down-sample the original water-
marked signal from 44.1 kHz to 22.05 kHz, which is 
then restored for sampling again, at 44.1 kHz. 

The robustness of the proposed method against 
several Stirmark attacks on diverse music files was 
evaluated. Results are shown in Table 6. 

Table 7 illustrates the NC and BER averages of 
the proposed method against Stirmark attacks for five 
different music files. 

The proposed method was also tested with 
common signal processing attacks in MATLAB for 
exhaustive evaluation of robustness. The results are  

Table 5  Comparison of transparency between the 
proposed method and existing methods 

Reference SNR (dB) 
Abd El-Samie (2009) 27.13 
Fan and Wang (2009) 40.70 
Bhat et al. (2010) 24.37 
Lei et al. (2012) 40.00 
Mohsenfar et al. (2013) 25.89 
Hu et al. (2014) 20.95 
Dhar and Shimamura (2014) 37.20 
Proposed method 42.07 

 

Table 4  SNR and ODG values of the proposed method 
MOS ODG SNR (dB) Audio file 
4.91 −0.42 42.04 Jazz 
4.91 −0.34 42.35 Classic music 
4.89 −0.47 41.31 Blues 
4.90 −0.30 41.92 Rock-and-roll 
4.91 −0.14 42.76 Electronic 
4.90 −0.33 42.07 Average 
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shown in Table 8. The average BER in the presence of 
mentioned common signal processing attacks was 
0.13%, and the average NC was very close to 1. This 
is a clear evidence of relatively high robustness of the 
proposed method, compared with other models. The 
percentages of NC and BER criteria for noise addition, 
low-pass filtering, MP3 compression, re-quantization, 
and re-sampling were presented. The comparative 
results are provided in Tables 9 and 10. 

The watermark payload was determined as the 
number of bits that can be embedded in and extracted 
from the audio signal. This can be calculated in the 
number of bits per second (bit/s). Considering an 
L-second audio signal and a P-bit watermark data, the 
payload can be defined as follows (Bhat et al., 2010): 

 

Data payload /  bits/s.P L=                  (8) 
 

So, considering that the length of useful water-
mark data is 1600 bits, the proposed method can 
provide a payload of 172.41 bits/s at the maximum. 

The results of the proposed method in compari-
son with other methods, in terms of capacity, SNR, 
and BER, are shown in Table 11. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 7  Averages of NC and BER for the proposed 
method against Stirmark attacks on the music files 

BER (%) NC Attack type 
0 1 No attack 
0 1 AddBrumm 
0 1 Addnoise 
0 1 Compressor 
0 1 Dynnoise 
0 1 Exchange 
0 1 ExtraStereo 

8.4 0.9320 Echo 
0 1 FFT_Invert 
0 1 FFT_Real_Reverse 
0 1 Invert 
0 1 Lsbzero 
0 1 Rc_Lowpass 
0 1 State1 

0.2 0.9987 Zerocross 
0.2 0.9959 State2 
0.8 0.9940 Smooth2 
0.8 0.9915 Normalize 
3.0 0.9784 Zeroremove 
4.4 0.9689 Smooth 
0.89 0.9929 Average 

 

Table 6  NC and BER for the proposed method against Stirmark attacks on different music files 

Attack 
NC BER (%) 

Electronic Blues Rock Classic Jazz Electronic Blues Rock Classic Jazz 
No attack 1 1 1 1 1 0 0 0 0 0 
AddBrumm 1 1 1 1 1 0 0 0 0 0 
Addnoise 1 1 1 1 1 0 0 0 0 0 
Compressor 1 1 1 1 1 0 0 0 0 0 
Dynnoise 1 1 1 1 1 0 0 0 0 0 
Exchange 1 1 1 1 1 0 0 0 0 0 
ExtraStereo 1 1 1 1 1 0 0 0 0 0 
Echo 0.9397 0.9435 0.9320 0.9135 0.9312 9 7 8 10 8 
FFT_Invert 1 1 1 1 1 0 0 0 0 0 
FFT_Real_Reverse 1 1 1 1 1 0 0 0 0 0 
Invert 1 1 1 1 1 0 0 0 0 0 
Lsbzero 1 1 1 1 1 0 0 0 0 0 
Rc_Lowpass 1 1 1 1 1 0 0 0 0 0 
State1 1 1 1 1 1 0 0 0 0 0 
Zerocross 1 1 1 0.9992 0.9946 0 0 0 0 1 
State2 0.9949 0.9966 1 0.9966 0.9916 0 0 0 0 1 
Smooth2 0.9933 0.9966 0.9983 0.9946 0.9874 1 0 0 1 2 
Normalize 0.9931 0.9950 0.9966 0.9865 0.9865 0 0 0 2 2 
Zeroremove 0.9763 0.9772 0.9899 0.9792 0.9698 3 3 1 3 5 
Smooth 0.9712 0.9715 0.9636 0.9752 0.9632 4 4 4 4 6 
Average 0.9934 0.9940 0.9940 0.9922 0.9912 0.85 0.70 0.65 1 1.25 
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Table 9  Comparison of NC between the proposed scheme and existing methods 

Reference 
NC 

No attack Noise  
addition 

Low-pass filter-
ing (4 kHz) 

MP3  
(64 kb/s) Re-quantization Re-sampling 

(22.05 kHz) 
Fan and Wang (2009) 1 0.9729 0.9762 0.9974 NA 1 
Tao et al. (2010) 1 0.9863 NA 0.9621 1 0.9634 

Bhat et al. (2010) 1 1 0.9992  
(11.025 kHz) 0.9996 1 0.9955 

Bhat et al. (2011) 1 1 1 (11.025 kHz) 0.9969 1 0.9982 
Peng et al. (2013) 1 0.9645 0.9517 0.9457 1 0.9295 
Dhar and Shimamura 

(2014) 1 0.9931 NA 0.9695 
(128 kb/s) 1 0.9882 

Proposed method 1 1 1 1 0.9881 0.9987 
 

Table 10  Comparison of the BER obtained using the proposed scheme and existing methods 

Reference 
BER (%) 

No 
attack 

Noise 
addition 

Low-pass filtering 
(4 kHz) 

MP3  
(64 kb/s) Re-quantization Re-sampling 

(22.05 kHz) 
Wang et al. (2008) 0 0 0.0002 0 0 0 
Fan and Wang (2009) 0 0.0422 0.0371 0.0042 NA 0 
Tao et al. (2010) 0 1.32 NA 2.1 0 6.8 
Bhat et al. (2010) 0 0 0 0 0 0.6 
Bhat et al. (2011) 0 0 0 (11.025 kHz) 0.2 0 0.2 
Wang et al. (2011a) 0 0.72 0.03 0.24 0.23 0.14 
Lei et al. (2012) 0 0 0 0 0 0.145 
Mohsenfar et al. (2013) 0 0 0 (9 kHz) 7 NA 0 
Hu et al. (2014) 0 0.06 0 1.08 0 0 
Dhar and Shimamura 

(2014) 0 0.830 NA 3.66  
(128 kb/s) 0 1.416 

Proposed method 0 0 0 0 0.8 0 
 
 Table 11  Comparison of the proposed method with existing methods in terms of capacity, SNR, and BER  

Average of BER (%) SNR (dB) Capacity (bit/s) Reference 
0.01 40.70   86.00 Fan and Wang (2009) 
0.10 24.37   45.90 Bhat et al. (2010) 
0.22 NA   27.20 Wang et al. (2011a) 
0.03 40.00 170.67 Lei et al. (2012) 
1.40 25.89 159.00 Mohsenfar et al. (2013) 
0.19 20.95 150.73 Hu et al. (2014) 
1.18 37.20 172.39 Dhar and Shimamura (2014) 
0.13 42.07 172.41 Proposed method 

 

Table 8  NC and BER for the proposed scheme against common attacks in MATLAB on different music files 

Attack 
NC BER (%) 

Electronic Blues Rock Classic Jazz Electronic Blues Rock Classic Jazz 
No attack 1 1 1 1 1 0 0 0 0 0 
Noise addition 1 1 1 1 1 0 0 0 0 0 
Low-pass filtering (4 kHz) 1 1 1 1 1 0 0 0 0 0 
MP3 (64 kbps) 1 1 1 1 1 0 0 0 0 0 
Re-quantization 1 0.9821 0.9754 0.9853 0.9978 0 1 2 1 0 
Re-sampling (22.05 kHz) 0.9946 1 1 1 0.9991 0 0 0 0 0 
Average 0.9991 0.9970 0.9959 0.9975 0.9994 0 0.1666 0.3333 0.1666 0 
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As can be observed, the comprehensive evalua-
tion of the proposed scheme includes performing 
several transparency and robustness tests on different 
music files: electronic, Blues, Rock, classic, and jazz. 
The results showed that despite having a high payload, 
the proposed method has maintained a higher trans-
parency compared to other methods. Moreover, the 
results of the test on the proposed method in terms of 
robustness against common signal processing attacks 
showed a high resistance quality. 
 
 
6  Conclusions 
 

A new robust intelligent audio watermarking 
scheme using SVM has been proposed. The system is 
configured in such a manner that the watermark data 
is inserted in the original signal, according to modu-
lations of the singular values in the SVD domain. An 
intelligence-based watermark decoder capable of 
extracting the watermark data using SVM is sug-
gested. SVM can effectively learn the disruptive ef-
fects of attacks on singular values. The results ob-
tained by the tests demonstrate high transparency and 
robustness against signal processing attacks. Alt-
hough in SVM training the complexity of the pro-
posed scheme is greater than that of correlation-based 
conventional audio watermarking schemes, our pro-
posed method has inbuilt unique features which op-
timize the trade-off among the three requirements of 
imperceptibility, robustness, and payload. 
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