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Abstract: One of the key challenges for question answering is to bridge the lexical gap between questions and
answers because there may not be any matching word between them. Machine translation models have been shown to
boost the performance of solving the lexical gap problem between question-answer pairs. In this paper, we introduce
an attention-based deep learning model to address the answer selection task for question answering. The proposed
model employs a bidirectional long short-term memory (LSTM) encoder-decoder, which has been demonstrated to
be effective on machine translation tasks to bridge the lexical gap between questions and answers. Our model also
uses a step attention mechanism which allows the question to focus on a certain part of the candidate answer.
Finally, we evaluate our model using a benchmark dataset and the results show that our approach outperforms the
existing approaches. Integrating our model significantly improves the performance of our question answering system
in the TREC 2015 LiveQA task.
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1 Introduction

Open-domain question answering is a classic
task drawing upon many aspects of natural language
processing (NLP), information retrieval (IR), and in-
formation extraction (IE). Recently, with the devel-
opment of Web 2.0, Internet users are more willing to
share their knowledge on the web. Some community
question answering (CQA) services, such as Yahoo!
Answers (http://answers.yahoo.com), Stack Over-
flow (http://www.stackoverflow.com), and Baidu
Zhidao (http://zhidao.baidu.com), have millions of
users and create a huge number of questions and an-
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swers. These question-answer (QA) pairs are usually
generated explicitly by human beings. Thus, these
QA pairs are a good resource when looking for an-
swers for an open-domain question answering task.

The Text Retrieval Conference (TREC) is one of
the most well-known on-going series of workshops fo-
cusing on a list of different IR tracks. In TREC 2015,
a new question answering track called ‘LiveQA’ was
created to solve real user questions. The test ques-
tions are all from Yahoo! Answers’ non-answered
questions of the day. Most participants choose to
use Internet data for their answer resources, e.g.,
finding similar posted questions and the correspond-
ing answers. However, the performances of the par-
ticipating QA systems in TREC 2015 were far from
satisfactory. One of the key reasons is that there is a
lexical gap (also called a lexical chasm) between the

Administrator
新建图章

http://crossmark.crossref.org/dialog/?doi=10.1631/FITEE.1601232&domain=pdf


536 Nie et al. / Front Inform Technol Electron Eng 2017 18(4):535-544

queries and the answers in the archives for the ques-
tion answering retrieval tasks. For example, consider
a case where the question is “Why is the word ‘who’
used only for humans but no other animals or crea-
tures?” The answers may be ‘because it implies the
agency and therefore sentience’ or ‘its part of using
the correct grammar’. Note that the question and
answers do not have any matching key words. Actu-
ally, the lexical gap may lead the target answer to be
easily regarded as an irrelevant one. This becomes
a major barrier to prevent traditional IR models,
e.g., BM25 (Robertson et al., 1995), from matching
a question with the candidate answers. Otherwise,
candidate answers can be long and noisy. These
answers contain redundant information, which leads
the key information of answers to be surrounded by
extraneous details.

To deal with the lexical gap, researchers have
proposed to leverage QA pairs to learn translation
models, to improve traditional IR models. The basic
assumption is that question-answer pairs are ‘parallel
texts’ and the relationships of words (or phrases) can
be established through word-to-word (or phrase-to-
phrase) translation probabilities (Jeon et al., 2005;
Zhou et al., 2016). Berger et al. (2000) indicated that
this ‘lexical chasm’ might be partially bridged by
re-purposing statistical machine translation (SMT)
models for QA. The experimental results showed
that statistical translation models obtain state-of-
the-art performance for question answering retrieval.
However, in practice, question-answer pairs are far
from ‘parallel’. There are expensive training data
requirements, and a large set of aligned question-
answer pairs are needed for the training.

Recently, deep learning methods have been
shown to be effective for many NLP tasks, such as
sentence classification (Kim, 2014), machine trans-
lation (Bahdanau et al., 2014; Cho et al., 2014;
Sutskever et al., 2014), abstractive summarization
(Rush et al., 2015), and paraphrase detection (Iyyer
et al., 2014), due to the power of deep neural net-
works. As a part of deep neural network-based
networks, the encoder-decoder model has been re-
cently proposed to solve machine translation prob-
lems (Bahdanau et al., 2014; Cho et al., 2014;
Sutskever et al., 2014). The encoder-decoder usu-
ally contains two major parts: the encoder first en-
codes a query into a latent representation and then
the decoder translates the latent vector into a target

language. The machine translation technique can
also be used to map questions and answers in QA
tasks (Cui et al., 2005; Riezler et al., 2007). In other
words, generating answers from a given question can
be regarded as generating target texts given source
texts.

In this paper, we describe approaches that at-
tempt to address the answer selection task for ques-
tion answering. There are two aspects to the in-
vestigation: (1) we use a deep neural network-based
machine translation model to bridge the lexical gap
between a question and its answer, and (2) an atten-
tion mechanism is employed to focus the system on
the corresponding key information in the answers.
In this paper, we first use a convolutional filter to
obtain the semantic representation of the question
and answer. Second, we use a bidirectional long
short-term memory (LSTM) as the encoder. The
encoder reads and encodes the question’s represen-
tation into a fixed length vector. Then, we use an-
other bidirectional LSTM as a decoder. The transla-
tion objective encourages the model to find sentence
representations that capture their semantic features,
because question-answer pairs with related semantic
correlations are close to each other. To address the
noise-bearing problem, we introduce a step attention
model that focuses on which part of the candidate
passage has the key information for the answer.

2 Related works

To solve the question answering selection prob-
lem, some previous works have paid attention to the
syntactic matching between questions and answers.
Punyakanok et al. (2004) proposed tree matching
methods using tree-edit distance. Wang et al. (2007)
employed quasi-synchronous grammar for matching
QA pairs based on dependency trees. A tree ker-
nel function with a logistic regression model was
proposed by Heilman and Smith (2010). Recently,
Severyn and Moschitti (2013) designed explicit fea-
ture vector representations, which require a substan-
tial feature engineering effort to handle the question
answer selection problem. The method relies on a
kernel-based learning framework.

Some other researchers (Echihabi and Marcu,
2003; Soricut and Brill, 2006; Surdeanu et al., 2011;
Yao et al., 2013b) have tried to learn various trans-
lation models to bridge the lexical gap between
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questions and answers. In general, these models re-
quire some external knowledge, such as structured
training data and language models. Echihabi and
Marcu (2003) proposed a noisy-channel model for
QA that can accommodate the exploitation of a
large amount of resources and QA-specific techniques
within a unified framework. Soricut and Brill (2006)
described an answer ranking system for non-factoid
questions built by a large community-generated QA
collection. The authors investigated the feature
types by exploiting NLP such as coarse word sense
disambiguation, named-entity identification, syntac-
tic parsing, and semantic role labeling.

Jeon et al. (2005) proposed word-based methods
for question retrieval using the similarity between
answers in the archive to estimate probabilities for a
translation-based retrieval model. Xue et al. (2008)
introduced a translation-based language model for
the question part with a query likelihood approach
for the answer part. Experiments showed that the
proposed translation-based language model signif-
icantly outperforms traditional methods. Riezler
et al. (2007) and Zhou et al. (2011) proposed phrase-
based translation models for question and answer re-
trieval. The phrase-based translation model can cap-
ture more contextual information and its translation
accuracy outperforms word-based translation mod-
els, which can improve the performance of retrieval
models. Zhou et al. (2013) proposed an alternative
method to address word ambiguity and word mis-
match problems by enriching semantic information
drawn from other languages.

Recently, deep learning methods have attracted
considerable interest in NLP. In some previous inves-
tigations the performance of deep learning methods
used in question answering has been discussed. Yu
et al. (2014), Feng et al. (2015), dos Santos et al.
(2015), and Severyn and Moschitti (2015) used cer-
tain similarity metrics for learning and matching
the representations of questions and answers. Yu
et al. (2014) proposed a convolutional neural net-
work (CNN) to calculate the semantic similarity in
answering single-relation factual questions. Severyn
and Moschitti (2015) also employed a CNN architec-
ture for reranking pairs of short texts. In a different
manner, the model can learn an optimal representa-
tion of text pairs and a similarity function to relate
them in a supervised way from the available training
data. Yih et al. (2014) employed CNNs to calculate

semantic similarity for answering single-relation fac-
tual questions. Wang and Nyberg (2015) employed
a method that uses a stacked bidirectional LSTM
(BLSTM) network to score the similarities of ques-
tions and answers. Finally, recently proposed models
for textual generations can intrinsically be used for
answer selections and generations (Bahdanau et al.,
2014; Sutskever et al., 2014).

3 Approaches

3.1 Problem definition

In this section, we introduce our approaches for
question answering tasks. Given a question Q, we
first translate the question Q to a query q. Then we
search for the candidate answers of the query through
community question answering websites or search en-
gines such as Google Search. The answer candidate
pool is defined as {a1,a2, · · · ,as} for question Q (ai

is a candidate answer and s is the pool size). The goal
is to find the best answer candidate ak (1 ≤ k ≤ s).
If the selected answer ak is in the ground truth set
of query q, query q is considered to be answered cor-
rectly; otherwise, it is answered incorrectly. From
the definition, the task can also be regarded as an
answer ranking problem.

In this study, we investigate an answer selec-
tion model and try to use a deep learning method
to bridge the lexical gap between questions and an-
swers. As mentioned above, the statistical machine
translation (SMT) method has been demonstrated to
be effective in question answering retrieval. Recently,
as one of the deep learning methods, the encoder-
decoder model has been widely used in machine
translation tasks (Kalchbrenner and Blunsom, 2013;
Bahdanau et al., 2014; Cho et al., 2014; Sutskever
et al., 2014). The structure of the encoder-decoder
model is shown in Fig. 1. Let the input be a sequence
of N words (x1,x2, · · · ,xN ) coming from a fixed vo-
cabulary V and the size is |V |. Each word is defined
as an indicator vector in the set of possible inputs X
(xi ∈ {0, 1}V for i ∈ {1, 2, · · · , N}), with sentences
as a sequence of indicators.

The task of the encoder-decoder can be un-
derstood from the perspective of machine learning
as learning the conditional distribution p(a|q) of a
target sentence (answer) a given a source sentence
(question) q.
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Encode

Decode

Output vectors: {y1, y2, ..., yi}

Input vectors: {x1, x2, ..., xi}

{z1, z2, ..., zm}

Fig. 1 The structure of an encoder-decoder

3.2 Recurrent neural networks

Recurrent neural networks (RNNs) are a class of
neural networks that consist of a hidden state h and
an optional output y which enables the networks to
perform temporal processing and to learn a variable-
length sequence x, at each time step t. Let the input,
hidden, and output weight matrices be WIH, WHH,
and WOH, respectively, and the hidden and output
unit activation functions are fH and fO, respectively.
The hidden state h(t) and output state y(t) of the
RNN can be described as a dynamical system by the
pair of non-linear matrix equations:

{
h(t) = fH(WIHx(t) +WHHh(t− 1) + bh),

y(t) = fO(WOHh(t) + by).
(1)

An RNN can learn a probability distribution
over a sequence after being trained to predict the
next symbol in a sequence. In that case, the output
at each time step t is the conditional distribution
p(xt|xt−1,xt−2, · · · ,x1).

3.3 Long short-term memory

Due to the gradient vanishing problem, conven-
tional RNNs are found to be difficult to train to ex-
ploit long-range dependencies (Wang and Nyberg,
2015). However, LSTM (Hochreiter and Schmid-
huber, 1997) is known to learn problems with long
range temporal dependencies. In the LSTM architec-
ture (Fig. 2), there are three gates: input i (Eq. (2)),
forget f (Eq. (3)), output o (Eq. (4)), and a cell
memory activation vector c. Given an input vector
xt at time step t, the previous output ht−1, and cell
state ct−1, an LSTM with a hidden size k computes

Output gate

x(t)x(t)

Input gate

x(t) h(t)

Forget gate f

c

x(t)

i o

Fig. 2 The long short-term memory architecture

the next output ht and cell state ct as

i(t) = σ(WiH + bi), (2)

f(t) = σ(WfH + bf), (3)

o(t) = σ(WoH + bo), (4)

H = (x(t),h(t − 1))T, (5)

ct = ftct−1 + ittanh(WcH + bc), (6)

ht = ottanh(ct), (7)

where Wi, Wf, Wo, and Wc are trained weighted
matrices and bi, bf, bo, and bc are biases that param-
eterize the gates and transformations of the input. A
cell memory vector σ may be the sigmoid function.
tanh is a kind of non-linear activation function and
it may be replaced by other activation functions. An
LSTM uses input and output gates to control the
flow of information through the cell.

3.4 Bidirectional LSTM

As mentioned above, LSTM has only a forward
pass. Every element is influenced only by the pre-
vious elements. In question answering tasks, the
future content can also be useful to the previous
words. In this study, we employ the bidirectional
LSTM (Graves et al., 2013) (Fig. 3). The bidirec-
tional LSTM can efficiently make use of past words
(via forward states) and future words (via backward
states) for a specific time frame.

3.5 RNN encoder-decoder

Here, we describe briefly the underlying frame-
work of an RNN encoder-decoder (Cho et al., 2014;
Sutskever et al., 2014). An encoder-decoder contains
two components:
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h(t-1) h(t) h(t+1)

LSTM LSTM LSTM

LSTM LSTM LSTM

x(t-1) x(t) x(t+1)

Fig. 3 Bidirectional LSTM structure

1. An encoder maps an input sequence
(x1,x2, · · · ,xi) (xi ∈ R

m) into a fixed length la-
tent representation (r1, r2, · · · , rl) (rl ∈ R

m) via a
deterministic mapping function fe. If the encoder-
decoder employs RNNs, we can obtain

rl = fe(h1,h2, · · · ,hi), ht = q(xt,ht−1), (8)

where ht ∈ R
n is a hidden state of RNN at time t

and fe and q are non-linear functions.
2. The decoder is often trained to predict the

next word yt given the latent representation rl and
all the previously predicted words y1,y2, · · · ,yt−1.
The decoder outputs a conditional probability y by
decomposing the joint probability into the ordered
conditionals:

p(y) =

T∏
t=1

p(yt| {y1, · · · ,yt−1} , c), (9)

rl = fe(xi) = Se(Wexi + be), (10)

where Se is an activation function of the encoder,
e.g., tanh(·), We is a weighted matrix, and be is a
bias vector. The decoder has a similar mechanism.
The decoder translates the latent representation rl
back to an output sequence y = (y1,y2, · · · ,yj), and
the translate function fd is

yj = fd(rl) = Sd(Wdrl + bd). (11)

With an RNN, each conditional probability is mod-
eled as

p(yt| {y1,y2, · · · ,yt−1} , c) = g(yt−1, st, c), (12)

where g is a non-linear, potentially multi-layered
function that outputs the probability of yt, and st is
the hidden state of RNN.

3.6 Our model

There are two weak points in conventional
RNNs. The first one is that it is difficult for RNNs
to be trained to exploit long-range dependencies be-
cause of the gradient vanishing problem. Another
weak point is the utilization of only previous context
with no exploitation of future contexts. In this study,
we use a bidirectional LSTM-based encoder-decoder
(Fig. 4) to solve the answer selection task.

Decoder

Encoder

<EOS> a2a4 a3

h8 h7 h6 h5

h8 h7 h6 h5

h1 h2 h3 h4

h1 h2 h3 h4

<EOS>q1 q2 q3

Fig. 4 Bidirectional LSTM based encoder-decoder

In contrast to the RNN encoder-decoder model,
the bidirectional LSTM consists of forward and back-
ward LSTMs. The forward LSTM

−→
h reads a se-

quence and calculates a sequence of forward hidden
states (

−→
h1,
−→
h2, · · · ,−→ht) from x1 to xt. The backward

LSTM reads the sequence in reverse order, from xt to
x1, and outputs a new sequence of backward hidden
states (

←−
h1,
←−
h2, · · · ,←−ht). Note that each word of the

input query xi is calculated jointly by the forward
hidden state

−→
hi and the backward hidden state

←−
hi.

In this way, annotation hi contains the summaries
of both the preceding and the following words. Due
to the tendency of RNNs, to better represent recent
inputs, annotation hi will be focused on the words
around xi (Bahdanau et al., 2014).

3.6.1 Convolutional semantic filter

Most previous works employ single-word or
word embedding (such as word2vec) as the model’s
input. These models can be regard as ‘word level’
semantic models. However, word-level models may
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lead to semantic loss because some words have dif-
ferent meanings when those words are combined as
phrases. In this study, instead of using every single
word or individual sentence as an input, we try to use
a ‘phrase-level’ semantic model. We employ a con-
volutional filter following the input layer to capture
higher-level semantic concepts.

The input of our model is a query x, which may
have several sentences treated as a sequence of words
(w1,w2, · · · ,ws), where each word is drawn from a
vocabulary V . Every word is represented by a con-
tinuous vector w ∈ R

d. Let X ∈ R
d×s be the rep-

resentation matrix for the query x. For each input
query x, there is a corresponding representation ma-
trix X ∈ R

d×s, of which the ith column represents
the corresponding word’s continuous representation
wi. The convolutional semantic filter applies a trans-
formation to the input query x using a convolution
operation.

The convolution operation ‘∗’ between two vec-
tors a ∈ R

s and f ∈ R
m is a filter of size m. The

resulting vector c can be obtained as follows:

ci = (a ∗ f)i =
i+m−1∑
k=i

akfk. (13)

The architecture of our convolutional semantic
filter for mapping a query to feature vectors is shown
in Fig. 5. The input query matrix is X ∈ R

d×s and
a convolution filter is also a matrix F ∈ R

d×m. As
shown in Fig. 5, in each component the filter slides
one element along the column dimension of input X
and produces an output vector c. In this study, we
employ the wide type of convolution, which handles
words better at boundaries by giving equal attention
to all words in the query. We select the filter that is
of the same dimensionality d as the input matrix.

Word
embedding

Fig. 5 Convolutional fitler

3.6.2 Attention-based encoder-decoder model

Attention-based neural networks have recently
been demonstrated to be successful in a wide range of
NLP tasks, such as machine translation (Bahdanau
et al., 2014), visual question answering (Xu et al.,
2015), and sentence summarization (Rush et al.,
2015). The idea of an attention mechanism is al-
lowing the model to pay attention to the past output
vectors (Fig. 6).

r C

h1 h2 h3 h4 h5 h6 h7

x1 x2 x3 <EOS> y1 y2 y3

Fig. 6 The attention model

Bahdanau et al. (2014) and Rush et al. (2015)
used similar attention models in various tasks. In
contrast to other works, we first use a convolutional
filter to obtain the phrase-level semantic represen-
tation of the question and answer. Then, in our
case, the attention model can reread from the first
bidirectional LSTM output vectors, while each word
is read at the second bidirectional LSTM step by
step. This can be regarded as a step attention model
(Fig. 7). We denote the encoding outputs as yp(t),
which are produced by the first LSTM when reading
the q words of the question. Note that y ∈ R

q×k and
k is a hyperparameter denoting the size of the embed-
dings. Furthermore, for the candidate passage, the
composite output for each part at position t is yd(t).
The bidirectional embedding yd(t) = −→yd(t) ||←−yd(t)

and the attention mechanism will produce a weighted
representation r of the candidate passages and a vec-
tor s of the normalized attention weights via

m(t) = tanh(Wyyp +Wrr(t− 1) +Wuyd(t)),

(14)

s(t) = softmax(wTm(t)), (15)

r(t) = yds+ tanh(Wrr(t− 1)), (16)

where Wy, Wr, and Wu are trained projection ma-
trices and w is a trained parameter vector and wT
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x1 x2 x3 <EOS> y1 y2 y3

Convolutional semantic filter

h1 h2 h3 h4 h5 h6 h7

r1 r2 r3 C

Fig. 7 The step attention model

denotes its transpose. r(t) is dependent on the previ-
ous attention representation r(t− 1). The represen-
tation of the final question-answer pairs can be ob-
tained from a non-linear combination of the weighted
attention, given the attention score, the embedding
of document r, and the last output vector hn using

C = tanh(Wpr +Wuhn), (17)

where Wp and Wu are trained projection matrices.

3.7 Training

In this study, we use the bidirectional LSTM
encoder-decoder to match questions and answers for
the answer selection task. In the experiments, we
train a bidirectional LSTM encoder-decoder using
many question and answer pairs. We train it by
maximizing the logarithm probability of a correct
answer A given the source question Q, so our training
objective is

L =
1

|T |
∑

(Q,A)∈T

log p(A|Q), (18)

where T is the training dataset. After the training,
we produce the answer by finding the most similar
translated answer according to the model

Ab = argmax
A

p(A|Q). (19)

In the training, we use a 10-fold cross-validation to
test the performance of our model in the develop-
ment dataset. Furthermore, to avoid overfitting, we
add a dropout layer with the drop out ratio at 0.2.
In addition, to obtain a better model, we adopt an
AdaGrad optimizer to correct our model parameters.
The word vector length is set to 300 and the batch
size is 100.

4 Experiments

4.1 Experiment 1

4.1.1 Dataset

In the first experiment, we evaluate our model
using one of the most widely used benchmark
datasets in QA tasks from Wang et al. (2007). The
questions are manually curated from the TREC QA
tracks 8–13. All the questions in the dataset are
short factoid questions and each question is associ-
ated with approximately 33 answer candidate sen-
tences on average. In the dataset, if the answer sen-
tence contains a question’s related key information,
the judgment is true.

There are two different training data sets (de-
tails are shown in Table 1). The Train-ALL dataset
is a full training set containing 1229 questions la-
beled automatically by matching answer key regular
expressions. The training dataset contains 94 ques-
tions, which are corrected manually for errors. Note
that the Train-ALL dataset is very noisy and some-
times erroneously marks unrelated sentences as the
correct answers but can provide significantly more
question-answer pairs for training purposes.

Table 1 Summary of the TREC QA datasets for an-
swer reranking

Dataset
Number of Number of Correctness
questions QA pairs of dataset

Train-ALL 1229 53 417 12.0%
Train 94 4718 7.4%
Dev 82 1148 19.3%
Test 100 1517 18.7%

4.1.2 Evaluation metrics

We use the standard metrics mean average pre-
cision (MAP) and mean reciprocal rank (MRR).
MRR measures the rank of any correct answer and
MAP examines the ranks of all the correct answers.
Specifically, MAP and MRR can be calculated by

MAP =
1

n

n∑
q=1

avg(P (q)), (20)

MRR =
1

n

n∑
q=1

1

rank(q)
, (21)

where avg(P (q)) is the average precision score of
query q and rank(q) is the ranking position of the first
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correct answer in the candidate answers. MRR can
look at the rank of the first correct answer, whereas
MAP examines the ranks of all the correct answers.

4.1.3 Results

We test several baseline methods for the com-
parative analysis. The first baseline method was pro-
posed by Wang et al. (2007) and employs a gener-
ative probabilistic model with a quasi-synchronous
grammar formulation. Wang and Manning (2010)
improved this model by using a tree-edit conditional
random field (CRF) model, which learns the latent
alignment structure. Yao et al. (2013a) modified
the design of the tree-edit distance (TED) model
for QA ranking tasks in the TREC QA dataset. Yih
et al. (2013) employed boosted decision trees (BDTs)
and the learning constrained latent representation
(LCLR), which is the algorithm for learning latent
structures. Yu et al. (2014) proposed a model based
on a convolutional neural network to learn question-
answer intermediate representations. Wang and Ny-
berg (2015) employed a three-layer stacked bidi-
rectional LSTM network and a joint model, which
combines stacked BLSTM outputs with a keyword-
matching baseline (BM25). We also compare our
model with some other encoder-decoder models, such
as the LSTM encoder-decoder (Sutskever et al.,
2014) and the RNN encoder-decoder (Cho et al.,
2014).

Table 2 shows the experimental results on the
Train-ALL dataset. Our model performs better
than the other methods. Note that the encoder-
decoder model can solve the question reranking prob-

Table 2 The results using the TREC-QA dataset in
Train-ALL

Model MAP MRR

Wang et al. (2007) 0.6029 0.6852
Wang and Manning (2010) 0.5951 0.6951
Yao et al. (2013a) 0.6307 0.7477
BDT (Yih et al., 2013) 0.6940 0.7894
LCLR (Yih et al., 2013) 0.7092 0.7700
Unigram (Yu et al., 2014) 0.5387 0.6284
Bigram (Yu et al., 2014) 0.5693 0.6613
Three-layer BLSTM (Wang and Nyberg,
2015)

0.5928 0.6721

BLSTM+BM25 (Wang and Nyberg, 2015) 0.7134 0.7913
RNN 0.6198 0.6831
LSTM 0.6428 0.7115
Our model without attention 0.6871 0.7350
Our model with step attention 0.7261 0.8018

lem more effectively considering the baseline mod-
els’ published results for this task. The output of
the decoder is influenced by all the input encoders.
It has an advantage in bridging the lexical gap be-
tween questions and answers. As shown in Table 2,
the LSTM encoder-decoder model has a better per-
formance than the RNN encoder-decoder. LSTM
has a naturally stronger ability to learn long-range
temporal dependency data for this QA task due to
the considerable time lag between the questions and
their corresponding key information in the answer
sentences. It is also demonstrated that the bidirec-
tional LSTM can match questions and answers more
effectively since the bidirectional LSTM can use both
previous and future contexts by processing the data
from two directions. However, this model fails to
match the performance of the attention-based model.
The attention mechanism induces that the query can
pay attention to key information in the answer and
can neglect the irrelevant part of the answer, such as
words that capture little meaning.

4.2 Experiment 2

In experiment 2, we test our new answer selec-
tion model in the TREC 2015 LiveQA track.

In the TREC 2015 LiveQA track, there are 1087
questions provided by NIST. All the questions are
collected from Yahoo! Answers’ non-answered ques-
tions of the day. There is no specific answer set, and
therefore we choose to search for the answer in Inter-
net data using a search engine (Google Search), and
specifically we search the posted similar questions in
CQAs such as Yahoo! Answers. The answer quality
is scored by manual annotations. The answer score
is set to four levels, shown below:

1. Bad: containing no useful information for the
question.

2. Fair: containing marginally useful informa-
tion.

3. Good: partially answering the question.
4. Excellent: containing a significant amount of

useful information, fully answering the question.
The evaluation index is an average score over all

queries (transferring 1–4 level scores to 0–3, hence
comparing the 1-level score with a no-answer score
as 0).

In the TREC 2015 LiveQA track, we finally sub-
mit three runs using different strategies. Our best
performing system achieves a 0.670 average score,
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which is much better than the average score of all
runs (0.465) and is ranked in third best position. Ad-
ditionally, this average score is only 1% lower than
that of the second best ranking system (Table 3).
However, it still does not reach the state-of-the-art
result, which is up to a 1.081 average score.

In this study, we employ our model for the
LiveQA retrieval. We use a Yahoo! Answers
training dataset, which contains nearly four mil-
lion question-answer pairs. We select 10 000 ques-
tions and their answers as the training dataset
(http://webscope.sandbox.yahoo.com). The testing
question set is composed of the 1087 questions given
by TREC. Our QA system searches the query in the
Yahoo! Answer site and returns 20 candidate results.
We employ our model to rerank the results and judge
the answer manually, employing the same judgment
mechanism. The results are shown in Table 3.

Table 3 The performance in the LiveQA track

Model Average score Succ@2+ Succ@4+

CMUOAQA 1.081 0.532 0.190
Ecnucs 0.677 0.367 0.086
Our pre-model 0.670 0.353 0.107
Monash 0.666 0.364 0.082
Yahoo 0.626 0.320 0.095
Average 0.467 0.262 0.060
Our model 1.103 0.546 0.204

Succ@i+ (i = 1, 2, 3, 4) means the number of questions with
scores larger than i divided by the number of all the questions

As shown in Table 3, our new model can sig-
nificantly improve the performance of our QA sys-
tem in terms of all the indicators. The main score,
i.e., the average score, is increased by over 50%.
We analyze the main reasons as follows: this year,
the LiveQA track questions are from real world and
real users. These kinds of questions are non-factoid
and the questions and answers are much noisier and
harder to parse because the questions and answers
are generated by real users. The lexical gap is more
significant. In our previous work, we used external
knowledge resources such as WordNet, which can-
not cover all the requirements. The neural network-
based encoder-decoder model learns the latent se-
mantic features and semantic correlations effectively.
Using an attention-based model also helps boost the
performance of question and answer matching.

5 Conclusions

In this paper, we propose a model to address
the answer selection problem for question answering
tasks. The proposed model employs a bidirectional
LSTM based encoder-decoder architecture, which
can effectively bridge the lexical gap between ques-
tions and answers. Our approaches require no man-
ual feature engineering or external resources, which
may be expensive and not available. The long-length
questions and passages created by users may be much
noisier. To address this problem, we use a step at-
tention model, which allows the questions to focus
on a certain part of the candidate passage. We test
our model with a widely used benchmark dataset—
TREC Question Answering. The results show that
our model is more effective compared to the baseline
approaches. We also update our QA system using
the new model and test it by repeating the TREC
LiveQA evaluation. The results illustrate that the
proposed model can significantly improve the perfor-
mance of our QA system. In future investigations,
we would like to evaluate the models for different
tasks further and try to improve our model.
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