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Abstract:    To achieve fine segmentation of complex natural images, people often resort to an interactive segmentation paradigm, 
since fully automatic methods often fail to obtain a result consistent with the ground truth. However, when the foreground and 
background share some similar areas in color, the fine segmentation result of conventional interactive methods usually relies on 
the increase of manual labels. This paper presents a novel interactive image segmentation method via a regression-based ensemble 
model with semi-supervised learning. The task is formulated as a non-linear problem integrating two complementary spline 
regressors and strengthening the robustness of each regressor via semi-supervised learning. First, two spline regressors with a 
complementary nature are constructed based on multivariate adaptive regression splines (MARS) and smooth thin plate spline 
regression (TPSR). Then, a regressor boosting method based on a clustering hypothesis and semi-supervised learning is proposed 
to assist the training of MARS and TPSR by using the region segmentation information contained in unlabeled pixels. Next, a 
support vector regression (SVR) based decision fusion model is adopted to integrate the results of MARS and TPSR. Finally, the 
GraphCut is introduced and combined with the SVR ensemble results to achieve image segmentation. Extensive experimental 
results on benchmark datasets of BSDS500 and Pascal VOC have demonstrated the effectiveness of our method, and the com-
parison with experiment results has validated that the proposed method is comparable with the state-of-the-art methods for in-
teractive natural image segmentation. 
 
Key words:  Interactive image segmentation; Multivariate adaptive regression splines (MARS); Ensemble learning; Thin-plate 

spline regression (TPSR); Semi-supervised learning; Support vector regression (SVR) 
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1  Introduction 
 

Image segmentation is one of the most funda-
mental problems in low-level visual processing. It is 
the basis of follow-up target extraction, image analy-
sis, recognition, and understanding. A large number 
of automatic image segmentation methods have been 
proposed. However, it is a difficult task to achieve 
automatic segmentation of foreground objects from 

the complex background. Currently, interactive seg-
mentation methods (Yang et al., 2010; Peng et al., 
2013; Jung et al., 2014; Jian and Jung, 2016; Wang et 
al., 2016) incorporating simple manual interaction 
(manually adding some prior knowledge about region 
segmentation) have been actively studied. Interactive 
image segmentation aims at compensating for the low 
efficiency of manual segmentation and the low pre-
cision of fully automatic segmentation. 

The interactive image segmentation model can 
be trained after separately and manually pointing out 
a part of the foreground pixels {LOF|OF=[x1

OF, x2
OF, …, 

xNOF
OF]} and a part of the background pixels {LOB| 

OB=[x1
OB, x2

OB, …, xNOB
OB]}. Then a reasonable area 
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label can be allocated to those unlabeled pixels U={x1, 
x2, …, xM} automatically by a segmentation model 
(where OF and OB represent foreground and back-
ground respectively, NOF and NOB represent the la-
beled pixels of foreground and background, and xi

OF 
and xi

OB represent the foreground pixel and back-
ground pixel). Up to the present, a variety of interac-
tive image segmentation methods have been proposed. 
GraphCut (GC) (Zhou et al., 2014; Pauchard et al., 
2016) is one of the most classical methods and a va-
riety of improved versions, such as GrabCut (Rother 
et al., 2004), lazy snapping (Li et al., 2004), hierar-
chical graph cuts (Zhang et al., 2010; Ge et al., 2015), 
and OneCut (Tang et al., 2013), have been proposed. 
However, despite the success of these existing ap-
proaches, they all have a noticeable level of limitation 
for those images whose foreground and background 
share similar color distributions such as in cluttered or 
camouflaged images (Yang et al., 2010; Wu et al., 
2014). Region merging (Ning et al., 2010), geodesic 
methods (Gulshan et al., 2010), and active contours 
(Liu and Yu, 2012; Nguyen et al., 2012) are also 
important interactive segmentation algorithms and 
have received much attention by many researchers. 

From the perspective of machine learning, the 
image segmentation problem is usually viewed as a 
problem of pattern classification and label regression 
(Wu et al., 2014; Ding et al., 2015). There have been a 
variety of relevant pattern recognition methods, such 
as support vector machine (SVM) (Wang et al., 2011a; 
2011b), spline regression (SR) (Xiang et al., 2009; 
2010), and random walk (RW) (Qin et al., 2014; Zhou 
and Garcia, 2016). Because of the lack of emphasis on 
the structure information of pixel features, SVM 
methods can hardly complete fine segmentation of 
those images with similar areas existing in both the 
foreground and background (Xiang et al., 2009). The 
segmentation accuracy on the complex images of SR 
(Xiang et al., 2009) has greatly improved compared 
with the SVM method, GC (Kolmogorov and Zabih, 
2004), and RW (Qin et al., 2014; Zhou and Garcia, 
2016). However, sometimes the fine segmentation 
can rely on adding a large number of manual labels. 
Unfortunately, detailed manual labeling will lead to a 
huge expenditure of resources and bring great in-
convenience to users. In addition, it has been reported 
that the less the user interaction, the more robust the 
segmentation model (Ning et al., 2010). 

After a detailed analysis of the methods pro-
posed in the literature (Xiang et al., 2009; 2010; Jobst 
et al., 2016), we have found that there is a key prob-
lem in smooth thin plate spline regression (TPSR). It 
ignores the local interaction among feature factors 
that contain some more plentiful classification in-
formation (in this paper, any one-dimensional value in 
the feature vector is named a ‘feature factor’). This 
will lead to a poor segmentation when manually la-
beled pixels are relatively scarce compared to the 
image feature patterns contained in the image. Mul-
tivariate adaptive regression splines (MARS) 
(Friedman, 1991) is a classical regression method and 
has been applied to a variety of prediction problems 
(Adamowski et al., 2012; Menon et al., 2014; Zhang 
and Goh, 2016). MARS is a function of every single 
factor and interactions between multiple feature fac-
tors. Theoretically, it can compensate for the defi-
ciency of TPSR. Therefore, an ensemble method 
based on TPSR and MARS is proposed to achieve 
much more robust interactive image segmentation 
results. 

In interactive image segmentation, there are 
many more unlabeled pixels than labeled pixels. If 
these unlabeled pixels can be fully used to assist the 
training of the segmentation model, the segmentation 
performance will be greatly improved. Semi- 
supervised learning can be roughly divided into three 
categories: 

1. Semi-supervised learning method based on 
the generative model. The probability of the category 
of the unlabeled pixels is taken as a default parameter. 
Then the expectation maximization (EM) algorithm is 
adopted to estimate the parameters of this model. The 
commonly used models include the Gaussian mixture 
model (Shahshahani and Landgrebe, 1994) and mix-
ture of experts (Lee and Cho, 2014). Although this 
method is simple and intuitive, its accuracy relies too 
much on the choice of the model structure. 

2. Semi-supervised learning method based on a 
data graph (Xiang et al., 2010). First, the labeled 
pixels and unlabeled pixels are used to construct the 
data graph structure, and then the label will be prop-
agated to the unlabeled pixels from labeled pixels 
based on the adjacency relations in the graph. The 
performance of this method also depends too much on 
the construction method of the data graph. 
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3. Co-training (Zhou and Li, 2007). Co-training 
is aimed to train two classifiers separately on two 
different views, i.e., two independent sets of attributes, 
and to use the predictions of each classifier on unla-
beled examples to augment the training set of the 
other. Since Blum and Mitchell (1998) presented the 
original co-training algorithm, many variations have 
been proposed (Balcan et al., 2004; Zhou and Li, 
2005; Zhang et al., 2014). These methods tend to 
focus on the research on the classifier itself, whereas 
the application to interactive image segmentation has 
been rarely studied. 

There is a strongly complementary nature in the 
ensemble model of MARS and TPSR, and these two 
individual models can be trained independently. Thus, 
the necessary condition that there be two independent 
views of sufficiency and redundancy in co-training is 
satisfied. Therefore, a new semi-supervised learning 
paradigm method named ‘regressor boosting’ is 
proposed to further assist the training of the ensemble 
model using unlabeled pixels. 

  
 

2  Interactive image segmentation via re-
gression based ensemble learning 

 
This paper presents a novel interactive image 

segmentation method via regression based ensemble 
learning. First, two spline regressors MARS and 
TPSR with the complementary characteristics are 
trained independently based on manually labeled 
pixels. Then, to make full use of classification in-
formation contained in unlabeled pixels to refine the 
two individual models MARS and TPSR, a regressor 
boosting method based on the theory of boosting 
strategy (Galar et al., 2012) is proposed. Next, a de-
cision fusion strategy based on support vector re-
gression (SVR) (Opitz and Maclin, 1999; Lazaridis  
et al., 2011; Fu et al., 2014) is introduced to integrate 
the regression results of MARS and TPSR. It lacks a 
spatial affinity constraint in per-pixel regression 
based image segmentation, and this may make it 
prone to produce noisy and unaligned segmentation in 
some situations. In the final step, GC (Kolmogorov 
and Zabih, 2004) is introduced to augment the seg-
mentation result by combining with a boundary con-
straint. This is achieved by setting the outputs of SVR 
as a regional penalty and using an ad-hoc function to 
construct a boundary penalty. For simplicity of de-

scription, we use Reg_EL to represent the regressor 
ensemble segmentation method without GC aug-
mentation and Reg_EL_GC to represent the regressor 
ensemble segmentation method augmented by GC. 
The performance of the proposed Reg_EL_GC has 
been validated on several classic image datasets, and 
the effectiveness and superiority of this model have 
been analyzed and compared with some state-of- 
the-art methods in interactive image segmentation. 

2.1  Description of the image segmentation problem 

Assuming that the training set contains NOF+NOB 
manually labeled pixels, which are obtained by 
drawing green and red lines on the foreground and 
background separately (the unmarked regions are 
viewed as unlabeled pixels and need to be segmented). 
For convenience, we represent the pixel features at 
the labeled points as {xOF

1, xOF
2, …, xOF

NOF}∪{xOB
1, 

xOB
2, …, xOB

NOB}. The region segmentation label re-
sponse corresponding to the observation pixel xi is yi, 
yi∈{OF, OB}, and we have 

 

F

B

1,    ,
1,    .

y
y

y
+ ∈

= − ∈

O
O

                        (1) 

 
The task of interactive image segmentation is to 

establish a regression model between the label re-
sponse and input pixel feature vectors, namely 

 
( ) ,i iy h x ε= +                          (2) 

 
where ε represents the model residual error. Therefore, 
the key point of this study is to make full use of the 
manually labeled pixels and a large number of unla-
beled pixels to construct an effective approximation 
function h  of h(x). Under the ideal condition, 
( ) 1,F

ih x =O  ( ) 1.B
ih x = −O  However, the estimated 

label value actually meets the distribution (Figs. 1b, 
1d, and 1e). To accomplish the above classification 
task, take 0 as the threshold. The pixel that satisfies 
( ) 0ih x >  will be judged as the foreground pixel, 

while the pixel that satisfies ( ) 0ih x <  will be judged 
as the background pixel. 

To obtain the optimal estimate of h is actually to 
obtain the similar approximation function of Fig. 1e; 
namely, the distribution of the predicted value obtained 
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by ŷ should have bimodal characteristics, where the 
peak is narrow, tall, and straight, the span of the peak 
base is narrow, and two peak bases are non-sticky. 

2.2  Ensemble of two complementary regressors 

The general form of ensemble regressor H(x) is 
set as H(x)=ω1h1(x)+ω2h2(x), where ωi (0<ωi<1) is 
the weight of regressor hi. h1(x) and h2(x) are built 
from two independent and complementary views. 
Specifically, regressor h1(x) is constructed based on 
MARS (Friedman, 1991), which is sensitive to noise 
but makes full use of the single feature factor con-
tribution and the interactions among multiple feature 
factors. Regressor h2(x) is constructed based on the 
smooth TPSR (Xiang et al., 2009), which obtains the 
classification information from the view of structure 
information in pixel features. 

In prior experiments, we found that if the values 
of ω1 and ω2 were simply and manually set, there 
would be some wrongly segmented small areas by 
H(x), though they were correctly segmented by one of 
regressors h1(x) and h2(x). This is because the correct 
label response of one regressor is a small value, while 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
the wrong label response of the other regressor is a 
larger one with opposite sign. In this condition, it is 
hard to obtain a reasonable ensemble value by taking 
fixed weights ω1 and ω2. Fig. 2 further indicates that 
the label response relationship between h1(x) and h2(x) 
is non-linear. Therefore, in this study we introduce an 
SVR-based fusion model to ensemble h1(x) and h2(x). 

2.2.1  Multivariate adaptive regression spline 

The MARS method is a kind of non-linear and 
nonparametric local regression method (Friedman, 
1991; Menon et al., 2014), which simulates the 
complex non-linear relationship through the spline 
function. The general form of MARS is as follows: 

 

( , )1 0
1 1

( )( ) ,
mKM

km k m kmm
m k

s x th x υλ λ
+

= =

−= + ⋅   ∑ ∏     (3) 

 
where M represents the spline base number, λ={λ0, 
λ1, …, λM} are the output weights, Km is the segmen-
tation times of the mth spline, and tkm is the spline 
node or threshold for segmentation. υ(k, m)∈{1, 2, …, 
p} indicates which one of the p feature factors enters 

(a) (b) (c) 

(d) (e) 

Fig. 1  Histogram of label response: (a) segmentation result of TPSR, with k=7, M′=0; (b) label response histogram of (a); 
(c) segmentation result of TPSR, with k=65, M′=8000; (d) label response histogram of (c) by TPSR; (e) label response 
histogram of (d) by Reg_EL 
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into the kth subsection of the mth spline. skm∈{+1, −1} 
determines the direction of spline segmentation. 
[skm(xυ(k, m)−tkm)]+ is a half polynomial, namely 
 

( , ) ( , )
( ),

,   if  ,
[ ( )]

0,                    otherwise.
k m km k m

km
km

k m kms x t
x t x tυ

υ
υ

+

− >
=−




 (4) 

 
The MARS formula h1(x) is broken down into 

the following intuitional form, which is easily ana-
lyzed by ANOVA (analysis of variance) (Friedman, 
1991): 

 


1 0 1 11 2

13

( ) ( ) ( , )

 ( , , ) ,
i ijm m

ijkm

i i jK K

i j kK

h x h x h x y

h x y x

λ
= =

=

= + +

+ + ⋅⋅ ⋅

∑ ∑
∑

  (5) 

 
where Km represents the number of feature factors. The 
first accumulation item is the sum of all basis function 
results containing only a single feature factor effect, 
the second accumulation item is the sum of all basis 
function results containing only interaction between 
two feature factors, and so on, such that the mth ac-
cumulation item is the sum of all basis function results 
containing only interactions among m feature factors. 

Eq. (5) shows that the MARS regression model 
not only uses the contribution of a single factor, but 
also takes full advantage of the interactions among 
multiple factors. Furthermore, it explores the complex 
information structure hidden in depth in the multi- 
dimensional feature. Consequently, when training 
samples are lacking, the MARS method is superior to 
similar classification algorithms as it makes full use 
of the feature information of the manually labeled 
sample pixels from various views. 

2.2.2  Smooth thin plate spline regression 

TPSR (Xiang et al., 2009; 2010) is constructed 
from the Sobolev space taking both interpolation 

 
 
 
 
 
 
 
 
 
 

accuracy and spline smoothness into comprehensive 
consideration, which can be achieved by minimizing 
function J(h2): 

 
F B

F B
2 2

2 2 2
1 1

2

( ) ( ) ( )

 ( ),

N N

i i i i
i i

J h y h x y h x

S hλ
= =
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+

∑ ∑
O O

O O
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where S(h2) is the smoothness penalty function of h2: 
 

2 2 2
2 2 2 2 1 2

1 1,
( ) ( )d d d .

d x x x x x xi i i j j j

d d

d
i j j i

S h h h h x x x
ℜ

= = ≠

= + + ⋅ ⋅ ⋅∑ ∑∫  

(7) 
 

Studies indicate that the solution which satisfies 
Eq. (6) under constraint condition (7) is the following 
Green formula: 

 
4

4

ln ,   2 or 4,
( )

,         otherwise,

d

d

r r d
r

r
ϕ

−

−

 == 


              (8) 

 
where r=||x−xi||. Thus, TPSR classifier h2(x) can be 
obtained through the following formula:  
 

F B
F F B B

2 0
1 1 1

( ) ( ) ( ),
N Nd

i i j j j j
i j j

h x x x xβ β α φ α φ
= = =

= + + +∑ ∑ ∑
O O

Ο Ο Ο Ο  

(9) 
 
where φj

OF=||x−xj
OF||2log||x−xj

OF||, and φj
OB=||x−xj

OB||2 
∙log||x−xj

OB||. 
The Green solution φ(r) in the TPSR method is 

associated with the labeled training pixels. Since 
r=||x−xi|| is the spatial distance between x and xi, we 
can conclude that the TPSR method is constructed 
based on the space distribution of the sample pixels. 
Though it is different from the MARS method, there 

Fig. 2  Label responses of a natural image after flattening it into a column vector 
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is no emphasis on the classification information con-
tained in the singular feature factor and the interac-
tions among several feature factors (the number of 
feature factors is greater than two but less than d). 
TPSR focuses on the structure information of pixel 
features. Therefore, it can make up for the shortages 
of the MARS method in feature structure information 
and this is the reason why we declare that there is a 
complementarity in nature in the ensemble models of 
MARS and TPSR. 

2.2.3  SVR based regressor ensemble 

The two individual models of MARS regressor 
h1 and TPSR regressor h2 are trained in advance. The 
SVM based regressor ensemble model is summarized 
as follows: 

1. The foreground feature set F F

1
{ }

ii
Nx
=

ΟO  and 

background feature set B B

1
{ }

ii
Nx
=

ΟO  are constructed 

based on those pixels specified by manual labeling. 
2. The category labels of F F

1
{ }

ii
Nx
=

ΟO  and 

B B

1
{ }

ii
Nx
=

ΟO  are estimated by h1(x) and h2(x) respec-

tively, and the results are described as 
1

F
f1{ } ,

ii
Ny
=

Ο  

1

B
b1{ }

i

N
iy

=

Ο  and 
1

F
f 2{ }

i

N
iy

=

Ο , 
1

B
b2{ }

i

N
iy

=

Ο . 

3. 
1

F
f{ ,1}

i

N
iY

=

Ο  and 
1

B
b{ , 1}

ii
NY
=

− Ο  are used as the 

training sets to train the SVR model, where Yfi={yf1i, 
yf2i} and Ybi={yb1i, yb2i}. 

2.3  Ensemble model with regressor boosting 

The image segmentation results are strongly in-
fluenced by the number and position of manual labels, 
while detailed manual labeling will bring great in-
convenience to users. Furthermore, compared to the 
feature patterns in images, the manually labeled 
sample pixels are always scarce. These lead to low 
performance in generalization and robustness. In-
spired by Zhou (2011), a regressor boosting algorithm 
is proposed to fully obtain and use the region seg-
mentation information contained in unlabeled pixels 
to assist the training of Reg_EL. This method does not 
need to extract pixel features from two fully redun-
dant views or to evaluate the confidence level of  
labeling the unlabeled pixels through 10 times 
cross-validation. 

The two independent views of sufficiency and 
redundancy in regressor boosting are based on the 
complementary nature of MARS and TPSR. The 
regressor boosting method is summarized together 
with the training of the ensemble model and is de-
scribed as Algorithm 1. The unlabeled pixels of high 
labeling confidence are chosen to refine the parame-
ters of h1(x) and h2(x). Selecting M′ samples from U 
randomly is primarily to enrich the discriminative 
feature patterns in the training sets of foreground and 
background. The proposed regressor boosting algo-
rithm is different from COREG (Zhou and Li, 2007) 
in mainly two respects. First, the way that COREG 
validates labeling confidence is to do mean squared 
error (MSE) validation crossed by one learner for the 
other. However, our method is based on a pair of 
independent and complementary regressors. That is to 
say, the decision is made by two regressors together, 
which has a stricter de-noising rule. Second, MSE 
confidence level validation in our regressor boosting 
is carried out from two independent views of suffi-
ciency and redundancy simultaneously, while cross- 
validation in COREG is carried out from just one 
view. Therefore, we conclude that the validation rules 
of label confidence in our method are more rigorous 
than those in COREG. 

2.4  Image segmentation with GC augmentation 

To add spatial affinity to the ensemble regression 
results, GC is introduced. The cost function of GC is 
described as follows (Boykov et al., 2001; Boykov 
and Jolly, 2001): 

 

{ , }
{ , }

( ) ( ) ( , ).p p p q p q
p I p q

E f R f B f fλ δ
∈ ∈

= ⋅ + ⋅∑ ∑
}

  (10) 

 
The coefficient specifies a relative importance of 

the region properties (the first term of the right-hand 
side of Eq. (10)) versus the boundary properties (the 
second term of the right-hand side of Eq. (10)). The 
regional term Rp(fp) assumes the individual penalties 
for assigning pixel p to ‘foreground’ and ‘back-
ground’. The coefficient B{p, q} of the boundary term 
should be interpreted as a penalty for similarity or 
discontinuity between p and q. B{p, q} is large when 
pixels p and q are similar and it is close to zero when 
the two pixels are very different. 
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Algorithm 1  Regression based ensemble model with 
regressor boosting (Reg_EL)  

1. The foreground feature set F F

1
{ }

ii
Nx
=

ΟO
 and background 

feature set B B

1
{ }

ii
Nx
=

ΟO  are constructed according to manually 

labeled sample pixels, and the manually labeled pixel set is 

denoted as F B

1 1

F B{{ } ,{ } }.
i ii

N
i

NT x x
= =

= Ο ΟO O  

2. The F F

1
{ }

ii
Nx
=

ΟO  and B B

1
{ }

ii
Nx
=

ΟO  are clustered into k clus-

ters by the k-means method to obtain the foreground pixel 

feature set { }
1

,1F
k

i i
c

=

O  and background pixel feature set 

{ }
1

, 1B
k

i i
c

=
−O . 

3. The MARS regressor h1 and TPSR regressor h2 are 

constructed based on { }
1

,1F
k

icO  and { }
1

, 1B
k

i i
c

=
−O , respectively. 

4. Refine the parameters of h1 and h2: 
(I) Randomly select M′ (M′<M) unlabeled samples U′= 

{x1, x2, …, xM′} from the unlabeled pixel set U={x1, x2, …, xM}. 
(II) Evaluate the labeling confidence of xi∈U′, if it can be 

used as manually labeled pixels to refine h1 and h2: 
(i) For xi∈U′, calculate h1(xi) and h2(xi) separately and 

evaluate whether h1(xi) and h2(xi) belong to the same label. If 
they do, turn to (ii); if not, carry out the process on xi+1 until all 
the elements in U′ are taken out. 

(ii) If 1,
ixL =  cluster xi into { }

1
,1F

k

icO ; if 1,
ixL = −  cluster 

xi into { }
1

, 1B
k

i i
c

=
−O  and record all the elements {xi} in which 

cluster set xi is clustered, denoted as V={{xi}, Lxi}∪{ci
OF, 

1}k
i=1∪{ci

OB, −1}k
i=1. During the clustering process, if xi 

cannot be clustered to the existing clusters according to the 
KNN rule, then all the elements in Taug and xi will be 
re-clustered into k categories again. 

(iii) Retrain the MARS regressor h1 and TPSR regressor 

h2 with { }
1

, 1F
k

i i
c

=
−O  and { }

1
, 1B

k

i i
c

=
−O  obtained in the above step. 

(iv) Evaluate the labeling confidence of xi∈U′ by the 

function of { }2 ( ) 2 * 2

1
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j
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where the inputs of h1(x), h2(x) and h1
*(x), h2

*(x) are the centers 
of all 2k clusters and all elements of the cluster in which xi is 
clustered. If the condition is satisfied, h1(x) and h2(x) will be 
replaced with h1

*(x) and h2
*(x) and the pixel xi will be added to 

the augmented labeled pixel set Taug=T∪{xi}. Otherwise, 
refuse the replacement and choose xi+1 from U′ to keep  
carrying out step (I), until all the elements of U′ are taken out. 

5. The regressor boosting process ends. According to the 
SVR based ensemble method, build the final image segmen-
tation model Reg_EL as H(x)=S(h1(x), h2(x)). 

In former algorithms, the regional penalties Rp(fp) 
are set as the negative log-likelihoods of the intensity 
histograms of manually marked ‘foreground’ and 
‘background’ pixels. The regressor ensemble results 
can characterize the probability of assigning ‘fore-
ground’ and ‘background’ labels to pixel p. Therefore, 
the individual penalties for assigning pixel p to 
‘foreground’ and ‘background’ can be directly set as 
the normalized results of Reg_EL. 

To set the boundary penalties, the ad-hoc func-
tion is introduced (Boykov et al., 2001): 
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p q
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   (11) 

 
where σ can be estimated as the ‘camera noise’, and 
H(∙) is the regression result of SVR. 

The energy minimization problem (10) can be 
related to the max-flow min-cut theorem, and the 
minimization result is actually the minimal cut of the 
graph, which is also the corresponding result of image 
segmentation. 

 
 

3  Experiments 
 

Two widely used natural image datasets, the 
Berkeley segmentation data set BSDS500 (Martin et 
al., 2001) and the Pascal Visual Object Classes 
(Pascal VOC) (Everingham et al., 2010), have been 
chosen for the experiments. The selection of pixel 
features is based on experiment, and we have found 
that the segmentation results in the CIELab color 
space are slightly better than those in the RGB color 
space because of the influence of uneven illumination. 
It is difficult to accurately segment the images with a 
lot of similar areas existing in both the foreground and 
background by just taking the three channels of the 
CIELab color space as the pixel features. After adding 
the space coordinates of pixels, we have found that 
when the foreground target is wrapped around by 
manual labels, it is easy to eliminate the interference 
of tiny image areas in the background which are sim-
ilar to those in the foreground. As for the Gabor tex-
ture features (Zhang et al., 2016), when one scale or 
orientation Gabor feature is added into the pixels’ 
feature vector, the image segmentation results almost 
change towards the deterioration direction. Therefore, 
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the Garbor texture feature is not taken into consider-
ation in this study. In conclusion, the features of any 
pixel in the image to be segmented are described by a 
five-dimensional feature vector (three channels of 
CIELab and coordinates). 

To objectively evaluate the performance of the 
proposed method in natural scene image segmenta-
tion, there is neither filtering nor post-processing 
method adopted to filter out those wrongly segmented 
tiny areas in the segmentation results. 

3.1 Complementarity verification between the 
MARS regressor and TPSR regressor 

To validate the complementary nature existing 
between MARS and TPSR, a fair comparison ex-
periment has been conducted under the same input 
manual labels. From Fig. 3, it is clear that those im-
ages which are difficult to segment for MARS can be 
well segmented by TPSR, such as the segmentation of 
the bird, rock, and butterfly. At the same time, there 
are some other images which are difficult to segment 
for TPSR but can be well segmented by MARS, such 
as the segmentation of cars, houses, and historic 
buildings. Even for an image that cannot be well 
segmented by both MARS and TPSR, there are few 
overlapping regions which are simultaneously wrongly 
segmented by both MARS and TPSR. Since the 
training samples are specified by manual labels, the 
performances of MARS and TPSR will be affected by 
the number and position of manual labels. We have 
compared the performance of MARS and TPSR un-
der different label positions and numbers. As can be 
seen from Fig. 4, there is still obvious complementa-
rity in the segmentation results of MARS and TPSR. 

Therefore, we conclude that there are sufficient 
and redundant natures among MARS and TPSR. The 
ensemble model by integrating MARS and TPSR is 
much better than any single model, MARS or TPSR. 
This is because the probability of two complementary 
regressors having a large bias at the same time is 
small. The accuracy of measurement results summa-
rized in Table 1 further demonstrates this. 

3.2 Influence of parameter settings on image  
segmentation 

The first parameter in regressor-based ensemble 
learning is the total number of clusters k in k-means. 
The purpose of introducing a k-means clustering 

method to the training sample is mainly to accelerate 
the training of regressors. Fig. 5 shows the segmen-
tation results of the proposed Reg_EL with different k, 
and the values of k have been taken as 5, 7, 15, 25, 35, 
45, 55, 65, 75, 85, 95, and 105. To more dynamically 
characterize the influence of k on segmentation ac-
curacy, the accuracy measurement results of TPSR, 
MARS, and REG_EL with different k’s are summa-
rized in Fig. 6. As can be seen from Figs. 5 and 6, 
when k=75, the optimal segmentation result of the 
banana image can be obtained, while when k=65, the 
segmentation result of the llama is almost optimal. It 
is not hard to see that the parameter k for the optimal 
segmentation results of different natural images is 
usually different, which is related mainly to the 
complexity of the images. However, the result will 
not always be better with a larger k. As shown in  
Fig. 6, when k reaches a critical value, the accuracy of 
image segmentation hardly improves with the in-
crease of k. Furthermore, it will take more time to 
refine the classifier. In this study, we have found that 
most natural images can be well segmented when k 
belongs to the interval from 45 to 85. In the following 
experiments, k is set as 85. 

Another parameter in regressor-based ensemble 
learning is the M′ unlabeled samples which are ran-
domly selected from the unlabeled pixel set U={x1, 
x2, …, xM} in the procedure of regressor boosting. In a 
real application, compared to the feature patterns in 
images, the manually labeled sample pixels are al-
ways scarce. It is difficult for a few training samples 
to cover the key region segmentation information. 
Therefore, it is meaningful to study the influence of 
different M′ on the segmentation performance. Fig. 7 
shows the segmentation results of our method with 
different M′. In the experiments, the maximum value 
of M′ is limited to 20 000. As shown in Fig. 7, the 
larger the M′, the fewer the tiny areas misclassified. 
Consequently, to obtain better segmentation perfor-
mance, more unlabeled pixels should be added to the 
labeled pixel sample set to refine the classification 
model. However, there is a balance between accuracy 
and time taken. With the increase of the number of 
unlabeled pixels, the training time will get longer. 
Table 2 further shows the accuracy measurement 
results of the three images in Fig. 7. In the following 
experiments, M′ is set as 8000. 
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3.3  Processing of similar areas in foreground and 
background with different algorithms 

In this study, the tiny areas existing in back-
ground which share similar colors in the foreground 
are considered noises. To analyze the noise-resistant 
ability of the proposed regressor-based ensemble  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

learning method and its competitors, some typical 
images that share similar colors in foreground and 
background have been chosen to conduct compari-
sons. GC (Boykov and Jolly, 2001; Zhou et al., 2014), 
SVM (Wang et al., 2011b), and GSC (Gulshan et al., 
2010) methods have been chosen as representative 
classical methods for comparison. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3  The complementarity performance of MARS and TPSR in interactive natural image segmentation: (a) and (f) 
are input images with manual labeling; (b)–(e) and (g)–(j) are the results of Reg_EL, MARS, TPSR, and the truth 
image, respectively 
The green and red lines represent the manually labeled foreground and background pixels, respectively. References to color 
refer to the online version of this figure 

(a)                               (b)                             (c)                               (d)                             (e)  

(f)                               (g)                             (h)                               (i)                               (j)  
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Fig. 4  The segmentation results with different manual labeling: (a) and (e) are input images with manual labeling; 
(b)–(d) and (f)–(h) are the results of Reg_EL, MARS, and TPSR, respectively 
The first row is obtained with different label positions, and the second row is under a different number of labels 

(a)                                          (b)                                         (c)                                           (d) 

(e)                                            (f)                                         (g)                                           (h) 

Fig. 5  The segmentation results of Reg_EL with different cluster number k: (a) input image with manual labeling; 
(b)–(k) segmentation results with k=5, 7, 15, 25, 35, 45, 65, 75, 85, 105, respectively; (l) truth image 
The green and red lines represent the manually labeled foreground and background pixels, respectively. References to color 
refer to the online version of this figure 

(a)                          (b)                          (c)                           (d)                          (e)                          (f) 

(g)                          (h)                           (i)                            (j)                          (k)                          (l) 
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What can be easily seen from Fig. 8 is that the 
noise-resistant ability of MARS is stronger than that 
of SVM (Wang et al., 2011b), but weaker than that of 
TPSR. Because of the lack of emphasis on the struc-
ture information of pixel features, SVM almost can-
not differentiate the foreground and background. 
There are many details missed in the segmentation 
result of GC. This is consistent with previous studies 
(Yang et al., 2010; Wu et al., 2014). Because of the 
non-linear ensemble of MARS and TPSR, the per-
formance of the proposed Reg_EL is better than that 
of former classical algorithms. By adding a boundary 
constraint to the regression results, the Reg_EL_GC 
method obtains some improvement compared to 
Reg_EL and ranks the best of all competitors as 
summarized in Table 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

3.4  Performance of the proposed algorithm with 
few or uneven area labels 

The result of interactive image segmentation 
depends on the labeling of manual labels from users, 
and different numbers or positions of labels may 
generate a segmentation result seriously inconsistent 
with the ground truth. Fig. 9 shows the segmentation 
 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1  Segmentation accuracy measurement results 
of the six images in Fig. 3 

Tested image 
Segmentation accuracy (%) 

TPSR MARS Reg_EL 
1 96.32 97.80 98.56 
2 98.75 98.36 98.86 
3 96.53 95.86 97.04 
4 93.86 96.87 96.96 
5 95.30 98.07 98.52 
6 98.67 79.45 99.16 

 
 Table 2  Segmentation accuracy measurement results 

of the three images in Fig. 7 

M′ 
Segmentation accuracy (%) 
1 2 3 

0 78.29 97.43 98.86 
4 000 98.60 97.92 99.03 
8 000 98.65 98.04 99.15 

12 000 98.68 98.06 99.23 
16 000 98.68 98.11 99.25 
20 000 98.68 98.12 99.25 

 

Fig. 6  Accuracy measurement results of Fig. 5 
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Fig. 7  The segmentation results of Reg_EL with different M′: (a) input image with manual labeling; (b)–(g) segmen-
tation results with M′=0, 4000, 8000, 12 000, 16 000, 20 000, respectively; (h) truth image 
The green and red lines represent the manually labeled foreground and background pixels, respectively. References to color 
refer to the online version of this figure 

(a)                   (b)                     (c)                   (d)                     (e)                    (f)                   (g)                    (h) 
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results of different interactive image segmentation 
algorithms with the lack of labels or imbalance in area 
labels. The segmentation accuracy of different seg-
mentation methods has also been summarized to 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

quantitatively compare the segmentation performance 
on each image. Among all these methods, the per-
formance of Reg_EL_GC is the best (Table 4). The 
selected GC (Zhou et al., 2014), SVM (Wang et al., 
2011b), and GSC (Gulshan et al., 2010) methods are 
used for comparison. 

3.5  Comparison with GC constructed on linearly 
integrated regressors 

To demonstrate the importance of a non-linear 
SVR fusion method in the proposed Reg_EL_GC 
method, we conduct some comparisons with a com-
parative GC model constructed based on the linear 
combination of the MARS regressor h1 and the TPSR 
regressor h2. The expectation responses of h1 and h2 
are 

Table 3  Segmentation accuracy measurement results 
of the four images in Fig. 8 

Method 
Segmentation accuracy (%) 

1 2 3 4 
SVM 86.38 68.97 87.52 91.90 
TPSR 98.93 97.92 98.75 99.35 
MARS 92.37 96.47 98.37 99.28 
GSC 97.38 97.33 97.97 99.70 
GraphCut 97.53 97.17 97.53 99.38 
Reg_EL 98.79 98.04 98.75 99.65 
Reg_EL_GC 98.81 98.14 98.76 99.67 

 
 

Fig. 8  The processing of a mass of similar areas in foreground and background with different algorithms: (a)–(i) 
represent the input image with manual labeling, truth image, MARS, TPSR, SVM, GSC, GraphCut, Reg_EL, and 
Reg_EL_GC, respectively 

(a)                  (b)                  (c)                  (d)                 (e)                   (f)                  (g)                  (h)                  (i) 

Fig. 9  The segmentation results with few or uneven labels: (a)–(i) represent the input image with manual labeling, 
truth image, MARS, TPSR, SVM, GSC, GraphCut, Reg_EL, and Reg_EL_GC, respectively 

(a)                  (b)                  (c)                  (d)                 (e)                   (f)                  (g)                  (h)                  (i) 
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It is obvious that h1 and h2 can also characterize 

the probability of assigning ‘foreground’ and ‘back-
ground’ labels to pixel p. Therefore, in the compara-
tive GC model, the individual penalties for assigning 
pixel p to ‘foreground’ and ‘background’ can be set as  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

the maximum positive responses and minimum neg-
ative responses of h1 and h2, respectively.  

Similar to the proposed Reg_EL_GC, an ad-hoc 
function is introduced (Boykov et al., 2001) to set the 
boundary penalties: 
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where H=[h1(x)+h2(x)]/2, and σ is also estimated as 
‘camera noise’. 

For simplicity, we denote the above constructed 
comparative model as Reg_GC. Results are shown in 
Fig. 10, and the accuracy measurements are summa-
rized in Table 5. From Fig. 10d, though the contrast of 
foreground and background regions in the summari-
zation results of h1 and h2 is high, there are some 
artifact foreground responses. If the fusion results of 
h1 and h2 are taken as thresholds directly, there are 
inevitably wrongly segmented background regions 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 4  Segmentation accuracy measurement results 
of the four images in Fig. 9 

Method 
Segmentation accuracy (%) 

1 2 3 4 

SVM 98.45 98.43 95.43 94.50 
TPSR 94.31 81.56 93.73 97.41 
MARS 97.62 99.33 95.70 92.42 
GSC 99.49 99.19 97.58 97.32 
GraphCut 98.79 99.03 96.51 89.45 
Reg_EL 99.40 99.27 95.72 97.54 
Reg_EL_GC 99.46 99.37 97.46 97.77 

 

Fig. 10  Segmentation results of the comparative GraphCut based on linear regressor ensemble: (a) input image with 
manual labeling; (b) regional penalties for assigning the ‘foreground’ label to the input image; (c) regional penalties for 
assigning the ‘background’ label to the input image; (d) images used to compute the coefficient of the boundary term; 
(e) segmentation results of this comparative model Reg_GC; (f) segmentation results of our Reg_EL_GC 

(a) 
 
 
 
 
(b) 
 
 
 
 
 
(c) 
 
 
 
 
(d) 
 
 
 
 
(e) 
 
 
 
 
(f) 
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due to no spatial affinity constraint. GC combines the 
region probability and boundary affinity. Therefore, a 
lot of artifacts have been lessened in the segmentation 
results as shown in Fig. 10e. Because the relationship 
between the regression results of h1 and h2 is 
non-linear, learning based SVR outperforms the lin-
ear weighting method in the regressor ensemble. 
Therefore, the proposed SVR fusion based Reg_EL_ 
GC outperforms linear weighting based Reg_GC.  

 
  
 

 
 
 
 
 
 
 
 
 
 
 

3.6  Comparison with state-of-the-art methods in 
different databases 

To synthetically evaluate the performance of 
Reg_EL_GC and compare it with that of the state-of- 
the-art methods for interactive natural image seg-
mentation, we have made a detailed analysis of the 
segmentation results relative to the ground truth. 
These classical algorithms include SVM (Wang et al., 
2011b), TPSR (Xiang et al., 2009), GC (Zhou et al., 
2014), GrabCut (Rother et al., 2004), OneCut (Tang 
et al., 2013), and the geodesic star convexity (GSC) 
method (Gulshan et al., 2010). To observe the im-
provement by adding a boundary constraint to the 
regression result, Reg_EL is also included in this 
comparison. The software packages of these methods 
have been downloaded from the corresponding au-
thor’s homepage. 

To ensure the consistency of experimental con-
ditions, all algorithms used the same manual labels 
for the same image. To ensure the segmentation ac-
curacy on all natural scene images, the k value for all 
natural images used in the experiments has been set to 
85. The number M′ of chosen unlabeled samples used 

for REG-boosting training has been set to 8000. To 
compare the primitive segmentation results of dif-
ferent algorithms, the wrongly segmented tiny areas 
will not be removed using any post-processing. The 
ultimate segmentation results with different algo-
rithms are shown in Figs. 11 and 12, which respec-
tively show the segmentation results of natural scene 
images in the BSDS500 dataset and Pascal VOC 
dataset. Note that the OneCut method fails in the 
BSDS500 dataset, and thus the segmentation results 
of OneCut are not shown in Fig. 11. To quantitatively 
compare the segmentation accuracy of different al-
gorithms, the performance of each method is sum-
marized in Table 6. 

To facilitate the comparison between the image 
segmentation results and original images, all the 
foreground areas obtained by segmentation have been 
replaced by the RGB images of the corresponding 
position in the original images. 

As can be seen from the visual results of image 
segmentation in Figs. 11 and 12 as well as the objec-
tive accuracy measurement results in Table 6, the 
segmentation results obtained by Reg_EL and Reg_ 
EL_GC are better than those obtained using only the 
TPSR regressor or MARS regressor. Actually, in the 
segmentation process, the absolute value of the re-
gression value for most incorrectly segmented areas 
in the MARS method and TPSR method is near 0, 
while it is close to or even greater than 1 for the ac-
curately segmented areas. As a consequence, when 
the results obtained by the MARS and TPSR methods 
are intelligently combined, the biased small regres-
sion value of one regressor will be modified by the 
larger regression value of the other regressor, so that 
the final result will be corrected. It is clear that by 
adding the boundary constraint to the regressor en-
semble results, Reg_EL_GC outperforms Reg_EL. 
The segmentation results of Reg_EL_GC are gener-
ally relatively smooth without the isolated wrongly 
segmented tiny regions. 

From Figs. 11 and 12, it can be seen that the in-
teractive image segmentation method based on SVM 
can obtain a good segmentation result for the images 
with simple foreground or background, but it is dif-
ficult to meet the practical demands for complex 
images because SVM just emphasizes the maximum 
interval between sample pixels in the foreground and 
background. For most natural images, if GC, GrabCut, 

Table 5  Segmentation accuracy measurement results 
in Fig. 10 

Image 
Segmentation accuracy (%) 

Reg_GC Reg_EL_GC 
1 92.96 99.04 
2 99.37 99.71 
3 98.89 98.99 
4 96.38 97.63 
5 97.63 98.98 
6 98.67 98.91 
7 99.41 99.56 
8 98.02 99.01 
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Fig. 11  Comparison of segmentation results of different segmentation algorithms in the BSDS500 database: (a)–(k) 
represent the input image with manual labeling, truth image, MARS, TPSR, SVM, GSC, GraphCut, Reg_EL, 
Reg_EL_GC, input image with manual labeling, and GrabCut, respectively 
The green and red lines represent the manually labeled foreground and background pixels, respectively. The red rectangle 
represents the area containing the object obtained using the labeling method of GrabCut. References to color refer to the 
online version of this figure 

(a)                          (b)                          (c)                           (d)                        (e)                          (f) 

(g)                          (h)                           (i)                            (j)                        (k) 
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Table 6  Segmentation accuracy measurement results of the eight images in Figs. 11 and 12 

Tested image 
Segmentation accuracy (%) 

SVM TPSR MARS GSC OneCut GraphCut GrabCut Reg_EL Reg_EL_GC 
1 – 97.94 84.32 98.99 – 98.49 96.55 99.02 99.04 
2 95.96 99.05 90.47 99.23 – 98.52 97.03 99.53 99.71 
3 97.00 89.78 99.00 98.07 – 92.29 96.17 98.97 98.99 
4 92.82 92.86 94.82 96.35 – 94.56 93.39 96.86 97.63 
5 95.61 96.32 97.80 99.20 97.34 97.77 96.12 98.56 98.98 
6 97.11 97.32 97.35 97.63 98.38 95.81 96.46 98.88 98.91 
7 97.85 81.74 99.09 99.64 93.73 35.25 99.51 99.51 99.56 
8 97.28 93.20 97.45 98.97 96.48 97.31 95.68 98.93 99.01 

 

Fig. 12  Comparison of segmentation results of different segmentation algorithms in the Pascal VOC database: (a)–(l) 
represent the input image with manual labeling, truth image, MARS, TPSR, SVM, GSC, GraphCut, Reg_EL, 
Reg_EL_GC, the input image with manual labeling, GrabCut, and OneCut, respectively 
The green and red lines represent the manually labeled foreground and background pixels, respectively. The red rectangle 
represents the area containing the object obtained using the labeling method of GrabCut. References to color refer to the 
online version of this figure 

(a)                             (b)                             (c)                             (d)                             (e)                            (f) 

(g)                             (h)                              (i)                             (j)                               (k)                            (l) 
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or OneCut can obtain a good segmentation result, can 
the proposed Reg_EL and Reg_EL_GC. The seg-
mentation results obtained by GC, GrabCut, and 
OneCut methods are generally relatively smooth 
without the isolated wrongly segmented tiny regions. 
This is mainly due to the fact that these methods use 
structure information of pixel features combined with 
the similarity between the pixels to be segmented and 
the sample pixels. However, for the images with 
similar foreground and background, it is easy to 
produce a large segmentation error. Among all these 
state-of-the-art methods, the GSC method slightly 
outperforms Reg_EL_GC in several images, but the 
overall performance is consistent in the two methods. 
The proposed regressor ensemble model, based on 
two complementary regressors, not only makes the 
most of classification information of the manually 
labeled pixels, but also fully uses the classification 
information of the unlabeled pixels by the regressor 
boosting algorithm. As a result, under the same 
manual labels, the proposed methods can achieve a 
more accurate segmentation result for those images 
with the complicated shapes and rich surface details 
compared to the competitive methods. Therefore, we 
conclude that the Reg_EL_GC method proposed in 
this study is comparable with the state-of-the-art 
methods. 

 
 

4  Conclusions 
 

Since it is difficult for conventional interactive 
image segmentation methods to achieve the fine 
segmentation of those images with complicated and 
changeable objective shapes, rich surface details, and 
complex background, a new interactive image seg-
mentation method with regression-based ensemble 
learning paradigm was proposed in this study. To 
make full use of the limited manually labeled pixel 
samples and fully consider the region segmentation 
information contained in a large number of unlabeled 
pixels, a new semi-supervised learning method named 
‘regressor boosting’ was proposed. The MARS re-
gressor which can fully use the limited labeled sample 
data information and the TPSR regressor, relatively 
insensitive to noise, were integrated using the SVR 
fusion method to integrate their respective advantages. 
Because per-pixel regression based image segmenta-

tion lacks a spatial affinity constraint, GC was intro-
duced and combined with the regression results of 
SVR ensemble outputs. The results of extensive ex-
periments on benchmark datasets of BSDS500 and 
Pascal VOC demonstrated the effectiveness of our 
method and validated that Reg_EL_GC outperforms 
state-of-the-art methods for interactive natural image 
segmentation. 
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