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Abstract: Although the perimeter security model works well enough when all internal hosts are credible, it is
becoming increasingly difficult to enforce as companies adopt mobile and cloud technologies, i.e., the rise of bring
your own device (BYOD). It is observed that advanced targeted cyber-attacks usually follow a cyber kill chain;
for instance, advanced targeted attacks often rely on network scanning techniques to gather information about
potential targets. In response to this attack method, we propose a novel approach, i.e., an “isolating and dynamic”
cyber defense, which cuts these potential chains to reduce the cumulative availability of the gathered information.
First, we build a zero-trust network environment through network isolation, and then multiple network properties
are maneuvered so that the host characteristics and locations needed to identify vulnerabilities cannot be located.
Second, we propose a software-defined proactive cyber defense solution (SPD) for enterprise networks and design a
general framework to strategically maneuver the IP address, network port, domain name, and path, while limiting
the performance impact on the benign network user. Third, we implement our SPD proof-of-concept system over a
software-defined network controller (OpenDaylight). Finally, we build an experimental platform to verify the system’s
ability to prevent scanning, eavesdropping, and denial-of-service attacks. The results suggest that our system can
significantly reduce the availability of network reconnaissance scan information, block network eavesdropping, and
sharply increase the cost of cyber-attacks.

Key words: Intranet defense; Software-defined network; Multi-dimensional maneuvering
https://doi.org/10.1631/FITEE.1800516 CLC number: TP393

1 Introduction

Enterprise networks deploy a large number
of high-value resources that are attackers’ targets
for penetration. Since the early days of network
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technology, enterprises have used perimeter security
to protect and gate access to their internal resources.
The perimeter security model is often compared to a
castle with thick walls, surrounded by a moat, with a
heavily guarded single point of entry and exit. Any-
thing outside the wall is considered dangerous, while
anything inside the wall is trusted. In this model,
anyone making it past the drawbridge achieves ready
access to the resources of the castle.

The perimeter security model worked well
enough in the early days, especially when all employ-
ees were working exclusively in buildings owned by
the enterprise. However, as companies have adopted
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mobile and cloud technologies, a secure perimeter is
becoming increasingly difficult to safeguard. On the
one hand, the means of attack have become more
complex, e.g., advanced persistent threats (APTs),
social engineering attacks, and zero-day exploits.
These attack behaviors cannot be detected effec-
tively by traditional security detection systems. On
the other hand, the boundaries of the enterprise net-
work have become blurred, especially in recent years.
With the development of the mobile Internet, “bring
your own device” (BYOD) (Miller et al., 2012; Flores
et al., 2016; Escobedo et al., 2017) has become a new
model for enterprises, governments, and other work-
places. It enables enterprises to allow their employ-
ees’ own devices to connect to the internal networks.
While this model reduces enterprise costs, it exposes
enterprise intranets to significant security risks. At-
tackers can easily penetrate the internal resources
through these devices. Therefore, there is an urgent
need to study internal cyber threats.

Recently, researchers have been exploring many
countermeasures to defend the enterprise network. A
zero-trust architecture is considered to be one of the
promising approaches. The zero-trust network model
was created by Kindervag (2010, 2016). The central
idea is that an enterprise should not automatically
trust any person/thing/object inside or outside the
network. It should verify any person/thing/object
that attempts to access the enterprise system before
authorization. In short, a zero-trust strategy trusts
no one unless the network determines the identity
of the user. However, zero-trust migration entails
equipping employees with a new mindset, and build-
ing the system requires considerable manpower and
material resources. Google spent two years creating
a trusted library for users and devices before mi-
grating from traditional corporate networks to Be-
yondCorp (Peck et al., 2017); it was a relatively long
process.

Generally, existing cyber-attacks can be divided
into seven stages (Hutchins et al., 2011): (1) recon-
naissance; (2) weaponization; (3) delivery; (4) ex-
ploitation; (5) installation; (6) command and con-
trol; (7) actions on objectives, called the cyber kill
chain. Only after completing all the steps can an
attacker succeed.

In this study, we aim to intercept and cut
the cyber kill chain and sharply increase an adver-
sary’s cost of attack. We build a zero-trust network

environment through network isolation, and then
maneuver multiple network properties so that the
host characteristics and locations for identifying vul-
nerabilities cannot be located. Then we design and
implement a software-defined proactive defense sys-
tem based on the isolation and dynamic maneuver-
ing. This defense can enable a system to maintain
the integrity of the original network configuration
and minimize operation management. In the enter-
prise network, we hide the real IP address (rIP) of the
terminal, and assign a virtual IP address (vIP) and
a virtual domain name (vDomain) to the terminal to
achieve isolation between users. In the case where
the network application is not affected, the vIP
performs high-frequency maneuvering, the vDomain
performs low-frequency maneuvering, the transmis-
sion path randomly maneuvers, and the external net-
work implements port maneuvering. Altogether, this
approach constitutes a multi-dimensional maneuver-
ing system.

The main contributions of this paper are shown
as follows:

1. We propose a software-defined proactive cy-
ber defense solution (SPD) for enterprise networks,
and design a general framework to strategically ma-
neuver the IP address, network port, domain name,
and path, while limiting the performance impact on
benign network users.

2. We design and implement our SPD proof-
of-concept system over a software-defined network
(SDN) controller (OpenDaylight), with 20 000+ lines
of developed code.

3. We build an experimental platform to verify
the system’s ability to prevent scanning, and its anti-
eavesdropping and anti-denial-of-service (DoS) capa-
bilities. Results suggest that our system can signifi-
cantly reduce the availability of network reconnais-
sance scan information, block network eavesdrop-
ping, and sharply increase the cost of cyber-attacks.

2 Related work

Google’s BeyondCorp initiative (Peck et al.,
2017) designed a practical zero-trust network secu-
rity model where access depends solely on device and
user credentials, regardless of a user’s network loca-
tion. Duo Security’s Duo Beyond (Duo, 2018) as-
sumes a zero-trust environment for all devices by de-
fault. By deploying Duo certificates to a company-
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managed device, it can help companies create and
maintain accurate device lists including any personal
device.

However, in addition to the complexity of a zero-
trust network deployment, these technologies require
the installation of appropriate software on all termi-
nals, which affects the user experience. We prefer a
solution that does not affect the user when the cyber
defense system is deployed.

A great number of studies in the literature focus
on network address maneuvering techniques, (e.g.,
APOD (Atighetchi et al., 2003), DyNAT (Kewley
et al., 2001), and NASR (Antonatos et al., 2007));
i.e., they dynamically change the targeted host ad-
dress so that it cannot be easily located by adver-
saries. However, none of these approaches provides
an appropriate address hopping method that defends
against network scanning attacks from inside or out-
side without changing the host configuration. Thus,
Al-Shaer E et al. proposed another network address
maneuvering technology based on a strategy of high-
frequency mutation to present network characteris-
tics in as uncertain a way as possible; it is referred to
as random host mutation (RHM) (Jafarian et al.,
2015). After that, Al-Shaer E et al. further im-
proved RHM by exploring the newly emerged Open-
Flow technology and designed the OpenFlow ran-
dom host mutation (OF-RHM) (Jafarian et al., 2012)
model. OF-RHM can globally manage network host
addresses and efficiently enforce random address ma-
neuvering with limited overhead. However, during
the dynamic change of address, the IP address range
will be limited to its corresponding subnet. Sharma
et al. (2018) proposed a moving target defense tech-
nology called flexible random virtual IP multiplexing
(FRVM) using the SDN environment, which enables
the hosts to have multiple, random, time-varying vir-
tual IP addresses to invalidate the information on the
target system collected by an attacker.

In the field of path maneuvering technology,
Talipov et al. (2006) proposed a path maneuver-
ing method based on the reverse ad-hoc on demand
distance vector (R-ADOV). It can adaptively jump
to the available path during packet transmission to
protect the data from intrusion by malicious nodes.
Jafarian et al. (2013) proposed a random route mu-
tation (RRM) (Duan et al., 2013) method. The se-
lectable forwarding path was calculated by a satisfi-
ability model theory. Lei et al. (2017) proposed an

optimal maneuvering path generation method based
on the safety capacity matrix based on RRM, and
it selected the optimal combination of maneuvering
path and maneuvering period to maximize the de-
fense revenue. Zhou et al. (2017) proposed the node-
centric path maneuvering method, which abstracts
path maneuvering into a signature matching prob-
lem, modeled into the three-dimensional (3D) Earth
mover’s distance (EMD) model, and solved it by a
binary branch and bound method.

In short, the existing research has focused on es-
tablishing appropriate theoretical models to analyze
and evaluate the security and introduced an overhead
of network properties (IP address and transmission
path) mutations, and there are related studies on
controller security and data processing (Guan et al.,
2017; Li et al., 2018; Wu et al., 2018). However,
there are few studies focused on how to design and
implement a practical defense system that can be
deployed in a production network. In this study,
we solve several key issues about proactive defense
system in practice. On the premise of not changing
a host system and based on the centralized control
of an SDN, we design and implement a proactive
defense system with multi-dimensional attribute co-
operative maneuvering.

3 Design of the system architecture

As companies adopt mobile and cloud technolo-
gies, an increasing number of enterprise employees
use their own portable equipment within the enter-
prise building, i.e., BYOD. A large number of private
devices and company assets can be easily accessed in
the internal enterprise under current perimeter secu-
rity models. Thus, many companies are migrating
their network to a zero-trust environment; i.e., any
access device is not trusted. Inspired by the zero-
trust model, we isolate the enterprise network by
allocating each host with a temporary vIP whereby
each has a different prefix; then we can randomly
change the vIP to build a dynamic enterprise net-
work. Only the mutual trust regions can communi-
cate with each other through the host domain name.

3.1 Design principles

Our dynamic defense system can disturb the de-
pendency of the target’s static properties on the en-
terprise network and increase the adversaries’ cost
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of attack. As a novel defense system based on
dynamic network technology, it is necessary to con-
sider the compatibility with traditional network de-
vices and to consider the management cost intro-
duced by our system. Therefore, a discussion of some
design principles and the philosophy of a dynamic
defense system is called for:

Compatibility: The system should be compati-
ble with traditional communication equipment. The
goal of the system is not to defend against all at-
tacks; instead, the system uses dynamic technology
to increase the level of difficulty in attacking. So,
the system needs to be compatible with traditional
security devices.

Manageability: Administrators should be able
to easily configure the network. Management should
be simple and the additional management overhead
should be as low as possible.

Distribution: Generally, enterprises are cross-
regional, and dynamic defense devices have scenar-
ios for cross-regional deployment, so unified network
management should be supported.

Customization: Users need different security
levels for different network environments. For these
network requirements, the system can provide on-
demand capabilities, e.g., maneuvering time and IP
address segment selection.

Based on the above design principles, we require
a device that can centrally manage the network to
achieve general control of the enterprise network. An
SDN provides a flexible infrastructure for developing
and managing networks, and it has the minimum op-
erating overhead, which provides the possibility for
system implementation. Based on these attributes,
we design a dynamic defense architecture based on a
software definition.

3.2 General framework

The design includes a data plane, a management
plane, and a control plane. As shown in Fig. 1,
the first two are responsible for data forwarding and
configuration management, respectively; the latter is
the core control unit for enterprise network related
attribute assignment and maneuvering.

Data plane: This plane enforces packet forward-
ing according to the dynamic transform rules, such as
change src_ip before the received packet is steered.
We have to reduce the latency overhead caused by
network property modification.
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Fig. 1 System framework

Management plane: This plane is responsible for
initial system configuration and network operational
status.

Control plane: There are two main functions
carried out in the control plane:

1. Virtual configuration: The control plane con-
figures resources for the terminal and maintains a
dynamic virtual configuration. A dynamic host con-
figuration protocol (DHCP) module and a domain
name system (DNS) module are included in this
function. A terminal information table is configured
for each network terminal in the network, including
real configuration values (e.g., rIP) and virtual con-
figuration values (e.g., vIP and vDomain), and the
table is stored in the terminal information module.

2. Transmission path: The control plane estab-
lishes a session and a transmission path for com-
munication, and maintains a dynamic external net-
work port. A flow processing module and a dynamic
maneuvering module are included in this function.
When the Packet_In packet is sent, a forwarding
path is generated for the packet and a corresponding
packet processing flow is delivered. The virtual con-
figuration is used to communicate between terminals
in the network. The transmission path is dynami-
cally modified during the maneuvering period.

In this study, we propose an enterprise network
defense system. All terminals accessing the system
can use only DHCP to obtain rIP. While acquir-
ing rIP, the controller allocates a vIP and a vDo-
main for each terminal. The mutual access between
the enterprise intranets can obtain only the vIP of
the destination terminal at the current time through
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DNS. In addition to the hyper text transfer protocol
(HTTP)-based web page access, the enterprise in-
tranet terminal user can use the command “nslookup
(reverse) domain name” to query the vIP of the des-
tination terminal to communicate. Users can obtain
the domain name of the other party through the out-
of-band method. The specific process is detailed in
Section 4.2.

This method breaks the static characteristic of
the configuration in a traditional network. By dy-
namically changing the configuration information in
the communication network, the attacker cannot ob-
tain real information about the network. Thus, this
approach can effectively prevent attacks such as re-
connaissance, greatly improving the network security
capability.

3.3 Maneuvering mechanism

Maneuvering a single network property can de-
fend only against some simple cyber-attacks, and it
still does not work for some complex attacks, e.g.,
APTs. However, combining a variety of single at-
tribute maneuverings can form a complex defense
system, and the attacker’s attack difficulty will rise
linearly. We combine IP, port, domain name, and
path maneuvering, and combines different maneu-
vering mechanisms to form a multi-dimensional ma-
neuvering internal network dynamic defense system.

3.3.1 Two-level maneuvering

The rIP performs high-frequency maneuvering.
The faster the rIP maneuvers, the more difficult it is
for the attacker to scan.

The vDomain performs low-frequency maneu-
vering. As the communication basis for both termi-
nals, once the vDomain is compromised, it can allow
the attacker the opportunity to take advantage of
the domain, so it needs to be changed periodically.

3.3.2 Partition maneuvering

Enterprise intranet IP maneuvering: The enter-
prise intranet IP is different from the public IP, and
the company can customize it internally. The enter-
prise intranet IP maneuvering can effectively block
an attacker’s sniffing scan attack.

External port maneuvering: The traditional ex-
ternal network communication mode is based on net-
work address translation (NAT), but NAT cannot

change the port bound to a communication session.
External network port maneuvering will prevent an
attacker from simply restoring the communication
content from the stolen data packets and locating
the internal nodes.

4 Implementation of SPD

We need the global network view (such as the
space and routing information) to enforce network
property configurations and maneuvering. In tradi-
tional networks, we need to modify the current net-
work equipment, and this method with high coupling
is more expensive. The SDN architecture separates
the control plane from the data plane. The control
plane, i.e., the controller, can centrally manage the
network devices and accurately program packet for-
warding by the programming switches. The data
plane can be programmed by the controller, so that
we can change network behavior on demand. There-
fore, the SDN-based dynamic network can be easily
managed and configured by the network controller,
and the OpenFlow switch forwards packets accord-
ing to the flow rules. Therefore, the design does not
require modification of other devices in the network.

4.1 Communication protocols

Our system makes sure that the changes to re-
ceived packets are according to well-designed rules
before the packets reach their destination; that is,
it makes sure that each packet transmits over the
network with a virtual source address and a real des-
tination address. Such a design has the following
advantages:

1. For network scanning, the destination IP is
scanned. The SPD mechanism requires that users
use only the vIP to access the target terminal. If the
accurate destination vIP is not obtained, an attack
on the target is difficult to establish. Thus, hiding
only the source rIP is as good as the work of Ja-
farian et al. (2012, 2015) in which the source and
destination are both hidden.

2. The packets from the terminal which are
modified by the access end can be directly received
by the destination terminal and do not need any
change. Such an approach can improve the efficiency
of switch packet processing.

As shown in Fig. 2, the communication process
steps are as follows:
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Fig. 2 Communication processing

Step 1: Terminal 1 initiates a request for termi-
nal 2’s enterprise intranet domain name in an out-
of-band manner.

Step 2: Terminal 2 sends a message <rIP2, ?>
to the DNS server of the controller to request the
enterprise intranet domain name of terminal 2.

Step 3: The DNS server sends a message
<rIP2, n2> to terminal 2 in response to the request
of terminal 2, where n2 is the enterprise intranet do-
main name of terminal 2.

Step 4: Terminal 2 responds to the enterprise
intranet domain name n2 requested by terminal 1 in
an out-of-band manner.

Step 5: Terminal 1 sends a message <n2, ?> to
the DNS server of the controller to request the vIP
of terminal 2.

Step 6: The DNS server sends a message
<n2, vIP2> to terminal 1 in response to the request
of terminal 1.

Step 7: Terminal 1 sends a packet to terminal 2
using its rIP and terminal 2’s current virtual address
v2 in the format of <rIP1, vIP2>.

Step 8: When the packet passes through the ac-
cess end of terminal 1, the switch replaces the source
address of the packet with the current virtual address
vIP1 of terminal 1, and the destination address is

replaced with terminal 2’s rIP. The message format
is <vIP1, rIP2>.

Step 9: The packet is transmitted in the net-
work in the format of <vIP1, rIP2> until reaching
terminal 2.

Step 10: The packets of terminal 2 are returned
with Steps 7, 8, and 9.

In this study, we establish a session for each
communication process and store it. The session is
an eight-element array:

S = {sRip, sVip, dRip, dVip, sPort,

dPort, Protocol, TTL}, (1)

where the elements represent the source’s rIP, vIP,
the destination’s rIP, vIP, source port, destination
port, communication protocol, and lifetime, respec-
tively. The vIP in the array is the current virtual
address of the terminals when the session is estab-
lished. It will not change until the end of the session’s
lifetime TTL, even if the terminal’s assigned vIP has
been updated. The purpose of this is to ensure a
good user experience and improve the efficiency of
the use of network resources.

The selection of the session period is related to
the size of the network and the quality of service
(QoS) of the users. In a long-term stable transmis-
sion process, the deletion and reconstruction of the
session will inevitably cause traffic on the network to
be jittery. Therefore, the user experience requires a
longer session period, but the long-term existence of
the session will result in the accumulation of a large
number of useless flow tables. The larger the size of
the network, the more sessions, and the greater the
load pressure on the controllers and switches caused
by the flow backlog. Therefore, selecting the session
cycle necessarily involves a compromise between net-
work size and service requirements.

4.2 Packet classification

When an IP packet is sent to the controller, the
controller mainly needs to determine that the packet
belongs to one of these four types: (1) The sender-
to-access packet, the next hop is the receiving end;
(2) The sender-to-access packet, the next hop is not
the receiving end; (3) The message from the non-
access end, the next hop is the receiving end; (4)
The message from the non-access end, the next hop
is not the receiving end.
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Corresponding to the above four types of pack-
ets, the switch that processes the packet should be
classified into four processing types corresponding to
the four cases in which the switch sends the flow.

The OpenDaylight controller processes only the
packets uploaded by the access end. First, it needs
to verify the source address. If it is the rIP, the con-
troller establishes different communication sessions
according to the purpose (intranet or extranet), and
then generates path R1. For each switch in R1, the
forwarding processing flow fi and the return process-
ing flow fb are sequentially delivered. The four cases
for the switch are differentiated according to the dif-
ferent locations in the path.

For enterprise intranet communication, the spe-
cific processing flow is shown in Algorithm 1. For
example, for the access end switch, if the packet be-
longs to Type.A, the forwarding processing flow fi
is sent, which includes the action of modifying the
source rIP to vIP, modifying the destination vIP to
rIP, modifying the destination media access control
(MAC) to the destination terminal MAC, and exit-
ing port s.out. Flow fi corresponds to Algorithm 1:

fi(hi.rIP → hi.vIP, hj .vIP → hj .rIP,

dst_mac → hj .mac, output : s.out),
(2)

where “→” means to modify, the previous content is
matching, and “output” is the packet out port.

Finally, the return processing flow fb is added.
For the packet where the destination address is
source vIP, and the source address is destination
rIP, the switch modifies the destination address to
the source rIP, the source address to the destination
vIP, and the destination MAC to the source MAC.
Flow fb corresponds to Algorithm 1:

fb(hj .rIP → hj .vIP, hi.vIP → hi.rIP,

dst_mac → hi.mac, output : s.out).
(3)

For external network communication, we need
to change the source IP address of the packet to
the external network IP address. The source port
is mapped to the external network virtual port and
forwarded through the external network gateway.

4.3 IP allocation

The main goal of network configuration dy-
namization is to transform the system configuration
according to the attacker’s behavior and increase the

Algorithm 1 Communication processing
1: for all Packet p comes from the OF switch do
2: if p.src is rIP and p is from the access end then
3: if p.dst is vIP then
4: R1 ← the path from hi to hj

5: for all switch s in R1 do
6: if s ∈ Type.A then
7: fi(hi.rIP→ hi.vIP, hj .vIP→ hj .rIP,

dst_mac→ hj .mac, output : s.out)
8: fb(hj .rIP→ hj .vIP, hi.vIP→ hi.rIP,

dst_mac→ hi.mac, output : s.in)
9: else if s ∈ Type.B then

10: fi(hi.rIP→ hi.vIP, hj .vIP→ hj .rIP,
dst_mac→ hj .mac, output : s.out)

11: fb(hj .vIP, hi.rIP, output : s.in)
12: else if s ∈ Type.C then
13: fi(hi.vIP, hj .rIP, output : s.out)
14: fb(hj .vIP, hi.rIP, output : s.in)
15: else if s ∈ Type.D then
16: fi(hi.vIP, hj .rIP, output : s.out)
17: fb(hj .rIP→ hj .vIP, hi.vIP→ hi.rIP,

dst_mac→ hi.mac, output : s.in)
18: end if
19: flow_mod(fi, fb)
20: end for
21: end if
22: end if
23: end for

system’s unpredictability. The proposed technical
solution must be able to solve both IPv4 and IPv6.
The scarcity of IP addresses in IPv4 networks makes
unused address spaces small and highly fragmented.
Therefore, our main challenge is to ensure that the
following requirements are met even in a limited and
decentralized unused address space such that:

1. The size of the maneuvering subspace deter-
mines the degree of diversity of the configuration
and its degree of unpredictability. Therefore, the IP
maneuvering range of each terminal should be large
enough.

2. For a specific communication network, the
allocation strategy of the maneuvering subspace is
related to the multi-dimensional factors, e.g., the
number of network systems, security performance
requirements, and network status. Therefore, it is
necessary to balance the configuration resources with
the security gain to ensure the balance of configura-
tion allocation and that it is non-repetitive.

3. Furthermore, for communication networks,
the allocation policy mechanism needs to adapt to
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the needs of specific network environments, enabling
flexible configuration of administrators.

There are r terminals in the communication net-
work, and each terminal belongs to a subnet in set
S = {S1, S2, . . . , Si}, where |S| = I, and a subnet
is a group of terminals physically connected through
an OF switch. Define V = {V1, V2, . . . , Vj} as a set of
available vIP segments, where Vj = {v1, v2, . . . , vm}
and |V | = J . The process of assigning the virtual
address set V to the network system S is a process
of virtual mapping.

In the theoretical analysis in Section 5.1, the
larger the jump address space is, the stronger the
system’s anti-sniffer capability is. Jafarian et al.
(2012, 2015) chose the two-level maneuvering prin-
ciple because of the distributed routing limitation,
and solved the allocation problem of V to S by sat-
isfiability modulo theory (SMT). Yet this allocation
causes each subnet to jump only within the allocated
limited space. Therefore, in this study, the shared
pool allocation mechanism is adopted in system im-
plementation, so that all terminals share the IP ma-
neuvering pool to maximize the unpredictability of
maneuvering.

The specific allocation algorithm follows Algo-
rithm 2. Because IPv4 has a limited and scattered
unused address space, the vIP segmentation will be
stored in a two-dimensional array vIpR[l][2]. We first
randomly select segments, and then randomly select
vIP in the segment.

Algorithm 2 IP allocation
1: for each j < J do
2: vIpR[j]← {vIP ’s start, vIP’s end}
3: end for
4: vIpPool← 0
5: while true do
6: i← Random() mod J

7: size← vIpR[i][1] − vIpR[i][0]

8: ip← vIpR[i][0] + (Random() mod size)
9: if vIpPool does not have ip then

10: vIpPool.add(ip)
11: return ip
12: end if
13: end while

4.4 Path maneuvering

In the current network infrastructure, intrado-
main routing and forwarding policies usually adopt
dynamic routing protocols (e.g., open shortest path

first and intermediate system-to-intermediate sys-
tem). They can dynamically change the transmis-
sion path of traffic according to network topology
changes (e.g., links and node failures) or QoS poli-
cies. From the perspective of a dynamic defense,
the “active transformation” strategy can be added
to improve the dynamic nature of traffic transmis-
sion and improve the reliability of transmission in
the traditional dynamic routing system. However,
as a distributed routing protocol, each routing node
advertises state changes to neighboring nodes and
then updates to the entire network. If each node
changes state too frequently, there is a problem of
“route convergence.” The centralized control archi-
tecture based on SDN can effectively avoid this prob-
lem. Dynamic paths for load balancing or reliability
are often predictable and cannot handle eavesdrop-
ping or DoS attacks on specific nodes or links in
the path. Thus, we propose an active random path
maneuvering technology, based on the global view
of an SDN, by actively and concurrently randomly
transforming the paths of multiple streams to resist
reconnaissance, eavesdropping, and DoS attacks.

The main challenge of SPD is to randomly
change the path between a given source and desti-
nation address while considering the following limi-
tations: (1) increasing unpredictability; (2) avoiding
any link overload in the network (capacity limit); (3)
meeting QoS constraints.

The physical network is denoted as a weighted
undirected graph G = (N,L), where N and L rep-
resent a collection of physical switches and physical
links, respectively. For each physical link li ∈ L,
there is one available bandwidth resource B(li), de-
lay D(li), jitter J(li), and packet loss rate S(li).

Our main purpose is to build a security system.
It is not required to satisfy the optimal QoS for the
generated path, because considering the optimal so-
lution will result in a selection bias, with which an
attacker can easily find the hopping law. Therefore,
path generation is required for better distribution
and randomness, and the QoS requirement is limited
to the minimum QoS standard for different services.
Therefore, the weight selection criteria for the link
are based on the available bandwidth B(li), but the
following constraints should be met for the generated
arbitrary path Rj(1 ≤ j ≤ K):

min
li∈Rj

B(li) ≥ B, (4)
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∑

li∈Rj

D(li) ≤ D, (5)

∑

li∈Rj

J(li) ≤ J, (6)

∏

li∈Rj

S(li) ≤ S. (7)

According to the service requirements, B, D, J ,
and S take different values. We use the recommended
values of various service QoS parameters given by the
asynchronous transfer mode, Diffserv, and the Inter-
national Telecommunications Union — Telecommu-
nication as the basis, as shown in Table 1.

In the path maneuvering mechanism of this
study, when the controller needs to establish a path
for both ends, the initial path R1 is first obtained
through the queue-optimized Dijkstra algorithm,
then the flow is sent to establish a connection, and
lastly a timer is set for the session. When the ma-
neuvering period expires, based on the initial path
and the current link situation, K paths are gener-
ated using the K shortest path algorithm. Finally,
randomly select one as the next transmission path,
and generate a corresponding flow for delivery. The
specific path generation is shown in Algorithm 3.

When the flow is updated, the switch has four
cases: (1) not belonging to the new and old paths;
(2) belonging to the new path; (3) belonging to the
old path; (4) belonging to the new and old paths.
No consideration is required for case 1. For case 2,
the message is forwarded according to the new flow.
For case 3, after the new flow is delivered, and if
the packet arrives, it is processed according to the
old flow. If the packet does not arrive, the old flow
is deleted after Idle_Timeout. For case 4, because
the match is the same, the new flow will overwrite

Algorithm 3 Path maneuvering
Require: Physical topology G(N,L)

Ensure: Flow
1: for all Packet p comes from the OF switch do
2: w[L]← Calculate weights based on link
3: R1 ← Dijkstra(G(N,L), w[L])
4: flow← Generate a flow based on R1

5: Discharge flow
6: end for
7: if maneuvering cycle then
8: R ← Use K shortest path algorithm to obtain

path group based on R1

9: Rj ← Randomly select a path
10: flow← Generate a flow based on Rj

11: Discharge flow
12: end if

the old flow, so the message is processed accord-
ing to the new flow. Therefore, in the flow update
process, there are two cases of packet transmission
paths: (1) where the packet is transferred to the new
path transmission; (2) where the packet arrives at the
destination according to the old path. In both cases,
the packet will not be lost during the flow update
process. The normal transmission of the message is
guaranteed.

In the follow-up study, we will add early warning
and trap functions to the network. The early warn-
ing function is implemented using Snort for abnormal
traffic detection. The trap function is implemented
using existing mature honeypot technology for mali-
cious attack detection. All test results optimize the
path maneuvering selection strategy by feedback.

Table 1 Performance indicator parameters of typical services

Typical service Packet loss Delay (ms) Jitter (ms)
Upstream Downstream

bandwidth (Mb/s) bandwidth (Mb/s)

High-speed interactive service <0.10% <200 <30 2 2
Streaming media <0.10% <1000–2000 <1000 2 6

Internet protocol television <0.10% <150 <20 2 2–8
E-commerce, confidential service <1.00% <1000 – – –

Audio and video <0.10% <250 <10 – –
Data file <0.01% <1000 – – –
Image <0.01% <1000 – – –

FTP, P2P <0.10% – – – –
Real-time data <0.01% 1–1000 – 0.512 2

Web <1.00% <1000 <1000 0.2 4
Telnet <0.10% <1000 – – –
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5 Analysis

5.1 IP maneuvering analysis

To evaluate the IP maneuvering effect, we use
the Urn models used by Carroll et al. (2014). For r

terminals in the network, the allocated address space
size is v = m × j, and the attacker scan count is s.
Since the address space is large enough, it is assumed
that v > s.

5.1.1 Static IP

If the IP address is fixed, let Xs denote the num-
ber of terminals swept out in s scans. Then Xs is a
hypergeometric distribution with

Pr(Xs = x) =

(
r

x

)(
v − r

s− x

)/(
v

s

)
. (8)

Then the probability that at least one terminal
is discovered is

Pr(Xs > 0) = 1− Pr(Xs = 0) = 1−
(
v − r

s

)(
v

s

)
.

(9)
Thus, the number of scans s required to discover

an enterprise intranet terminal can be modeled as
a negative hypergeometric distribution, so that Y

represents the number of scans, and Y ∼ H−(1, r, v).
Then we have

E[Y ] =
v + 1

r + 1
. (10)

5.1.2 Dynamic IP

Optimal maneuvering means that the informa-
tion obtained by an attacker from the current scan
will not provide any useful information for the next
scan. Then Xs is a binomial distribution:

Pr(Xs = x) =

(
r

x

)
px(1− p)

s−x
, p =

r

v
. (11)

Given s scans, the probability of success is

Pr(Xs > 0) = 1− Pr(Xs = 0) = 1− (1− p)
s
. (12)

Thus, Y obeys the geometric distribution:

E [Y ] =
1

p
=

v

r
. (13)

It can be seen that to increase the difficulty of
the scan, it is necessary to increase the maneuver-
ing space of the IP address. SPD allows all termi-
nals to share a large IP pool, so the maneuvering

space is large enough, and the difficulty of explo-
ration increases. From the comparison of Eqs. (10)
and (13), it can be found that the dynamic nature
of the system does not improve the detection diffi-
culty in the same maneuvering space, but SPD can
block the attacker’s use of the scan results. Even if
an attacker can obtain terminal IP, SPD can provide
a second-level maneuvering capability, where unless
the attacker can break the target terminal within a
few seconds, the scanned hit list is only expired IP
information.

5.2 Path maneuvering analysis

For traffic eavesdropping in the network, assum-
ing that the data stream transmitted during a period
of time T is f , the number of link maneuverings in
time T is rd, the number of nodes per transmission
path is hi (i = 0, 1, . . . , rd), and the total number of
nodes is n.

First, we model the attacker before analyzing
the effect. A successful attack is defined as obtain-
ing a complete data stream f . We assume that the
attacker has the ability to know whether a link is
a target streaming link and has hopped. According
to the link condition, the attacker can reselect the
listening node according to the policy. The attacker
can continuously scan for s times in time T .

5.2.1 Static path

For a static path, an attacker can acquire the
entire data stream f as long as it detects one of
the transmission paths. Let Zs denote the number
of sweeping target links in s scans, which can be
obtained according to the model in Section 5.1.1:

Pr(win) = Pr(Zs > 0)

= 1− Pr(Zs)

= 1−
(
n− h0

s

)/(
n

s

)
.

(14)

5.2.2 Dynamic path

For dynamic paths, the attacker must re-explore
the new link of f during its maneuvering period after
each maneuver; otherwise, the eavesdropping fails.
Thus, the probability of an attacker’s success is

Pr(win) =
rd∏

i=0

{
1−

(
n−hi−sgn(i)

q

)
(
n−sgn(i)

q

)

}
, (15)
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q =

∣∣∣∣
s

rd

∣∣∣∣ , (16)

where sgn(·) is a symbolic function and q is the max-
imum number of scans by the attacker during the
path maneuvering period. When 0 < q < 1, it in-
dicates that the path maneuvering period is greater
than the detection frequency, and the attacker suc-
cess probability is 0. Considering the attacker’s at-
tack ability, this situation is generally not considered.
Because the path maneuvering rate is very fast in this
case, the performance requirements of the controller
and the switch are very high, which will seriously
affect the data stream transmission process. Thus,
the general default is q ≥ 1.

Fig. 3 can be obtained from Eqs. (14) and (15),
where n = 20 and hi = 4. We find that as the
attacker’s detection ability increases, the value of s
increases, and the probability that there has been
eavesdropping on the data is greater. When the sys-
tem path maneuvering period increases, the proba-
bility of an attack gradually reduces. In the actual
physical machine test, because of path maneuvering,
the attacker’s eavesdropping traffic is incomplete and
SPD has a good anti-eavesdropping effect.
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Fig. 3 Path maneuvering effect

6 Evaluation

In this section, we create a small physical net-
work to evaluate our SPD system (Fig. 4). There
are two Huawei servers (RH2288H V3), three Pica8
(P3297) switches, one H3C (S1048) switch, and three
computers. Specifically, the two servers host services
(e.g., file transfer protocol (FTP), mail, and web),
and three terminals run on Windows 7, Ubuntu, and

Kali (attackers) systems separately. To verify the ef-
fectiveness, we use Mininet to simulate a large topol-
ogy with many virtual terminals.

6.1 Functional verification

The SPD system is based on the OpenDay-
light controller and can seamlessly integrate tradi-
tional defense solutions, e.g., firewalls, intrusion de-
tection systems (IDS), and other emerging defenses
such as honeypots and sandboxes. This satisfies the
compatibility principle as discussed in Section 3.
Based on the SDN architecture, our controller can
manage multiple programmable switches and sim-
plify the management.

Fig. 5 shows the communication flow between
two user terminals: H1 and H2. First, H1 has to
inform H2, then H2 queries its own domain name
through the reverse domain name, and then informs
H1 through the out-of-band method. Finally, H1
obtains the rIP of H2 through a domain name search,
so that communication can be completed. The flow
information of the switch is shown in Table 2.

Table 2 Released flow

Match Action

LLDP, DHCP, ARP, DNS Controller

mod_dl_dst: f8:0f:41:20:8c:42,
tcp, nw_src: 100.0.0.157, mod_nw_src: 123.235.94.78,
nw_dst: 123.235.121.63 mod_nw_dst: 100.0.0.141,

output: 1

mod_dl_dst: 6c:0b:84:42:84:51,
tcp, nw_src: 100.0.0.141, mod_nw_src: 123.235.121.63,
nw_dst: 123.235.94.78 mod_nw_dst: 100.0.0.157,

output: 1

From Table 2, link layer discovery protocol
(LLDP), DHCP, address resolution protocol (ARP),
and DNS are handled by the controller. Intra-
network scanning based on broadcast messages has
not been implemented. The controller changes the
source rIP of the packet to vIP, the destination vIP to
rIP, and the destination MAC address on the access
end. In this way, the message needs to be modified
only once, directly delivered to the destination.



Chen et al. / Front Inform Technol Electron Eng 2019 20(2):238-252 249

H1

H2

Attacker

Switch

Controller

OpenFlow switch S1
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rIP: 100.0.0.157
vIP: 123.235.94.78

rIP: 100.0.0.141
vIP: 123.235.121.63

rIP: 100.0.0.128

Fig. 4 Network topology

(a)

(b)

Fig. 5 Communication verification: (a) terminal H2;
(b) terminal H1

6.2 Assessment of the effectiveness of the de-
fense system

6.2.1 Anti-scan test

Scanning is usually a precursory step to an at-
tack. Attackers often use scanning tools such as

Nmap to discover active hosts in the target network
and use them as a hit list. SPD can prevent hitlist-
based attacks effectively because the IP addresses
will be soon out-of-date.

To show the effectiveness of SPD against at-
tacks, 150 online terminals were generated by
Mininet, and 50 of them ran Nmap as an attacker
to scan 100 target machines. The online terminal
maneuvered in a class B network pool. The attacker
scanned the network for 120 min using PING, trans-
mission control protocol packet (TCP_SYN), and
reverse domain name (DNS_PTR). As shown in
Fig. 6, in any scan, the discovered terminal vIP
did not exceed 4%, and subsequent attacks on the
scanned target vIP revealed that all IP addresses had
expired. Thus, the SPD could make all IP attacks
based on IP scans invalid. This is related to the ma-
neuvering space of the terminal, and if we continued
to expand its hopping range, its vIP would be less
likely to be scanned. We find that PING scans and
reverse domain name scans have no results, because
SPD will process only domain name pointer (PTR)
that belongs to the requesting terminal, and will not
process PING messages.

6.2.2 Anti-DoS attack experimental test

The maneuvering of network attributes can pre-
vent DoS attacks. The maneuvering of IP, domain
name, and port make the expired virtual informa-
tion unavailable, which makes the destination termi-
nal unreachable to defend against DoS attacks. Path
hopping makes the traffic path unfixed and can de-
fend against DoS attacks on the switch.
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To show the effect of SPD path maneuvering
on the DoS attack, the sFlow software monitors the
traffic of switch S1 in Fig. 4 and sends a large num-
ber of packets to the FTP server to simulate a DoS
attack. As can be seen from Fig. 7, S1 enters a large
amount of traffic at the beginning, but when the path
is switched to S4, the flow pressure of S1 disappears.
It can be seen that SPD can balance network traffic
and effectively defend against DoS attacks.

Fig. 7 Anti-denial-of-service (DoS) attack

6.2.3 K value selection

The selection of the number K of maneuvering
paths is related to the network size. Define the over-
lap rate of the network node i as δ:

δ =
ni

N
, (17)

where N is the number of maneuvers in time T and
ni is the number of occurrences of node i in time T .

In theory, under an ideal network topology, the
overlap rate of the network will decrease as the K

value increases. However, the actual deployed net-
work topology will be some type of classic network
topologies, e.g., FatTree (Al-Fares et al., 2008) and
VL2 (Greenberg et al., 2009). Fig. 8 shows the vari-
ation in the maximum overlap rate δmax of the net-
work over time with different K values under two
standard network topologies in Fig. 9. It can be seen
that the dynamic path maneuvers can effectively re-
duce the network overlap rate. Experimental results
show that the larger the value of K is, the higher
the path overlap rate will be. This is because as the
value of K increases, the number of generated path
nodes begins to increase, causing some key nodes to
increase in frequency. Moreover, it shows that the
difference between the effects of K = 100 and K = 5

is not large. Because calculating K needs to consume
system resources, it is suggested through experimen-
tal results that the K value should not be greater
than half of the number of generated path hops.
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6.3 Overhead evaluation

6.3.1 Network performance overhead

SPD aims to achieve dynamic maneuvering of
network attributes at the control level. Nothing hap-
pens to the client, so there is no additional network
overhead for the user. For the controller, it is nec-
essary to increase the overhead of the entire net-
work topology and the dynamic maintenance of the
access terminal maneuvering information. For the
commercially tested OpenDaylight controller, these
overheads are within control.



Chen et al. / Front Inform Technol Electron Eng 2019 20(2):238-252 251

46:ad:34:08:36:7c

1 1

1
1 1 1

1 11111

1

1

1

1 1
1

2 2
2

2
2

2 2 2 2 2 2 2
2

2 2
2

2
2

3
3 3

3 3 3 3 3 3 3 3

33

4 4

4 4 4
4

4 4 4 4 44

4 100.0.0.128100.0.0.178 100.0.0.119

5e:9a:3b:33:85:67 92:a3:7e:15:2e:37

OF:1 OF:2 OF:3 OF:4

OF:5 OF:6 OF:7 OF:8 OF:9 OF:11 OF:12

OF:13 OF:14 OF:15 OF:16 OF:17 OF:18 OF:19 OF:20

1

2

OF:10

3

2

(a)

1

1

1
1

1

1

1 1
1

1
1 1

1
1 1

1 12 2 2 2

2
2

2
2

2 2 2 2 2
2 2 2 2

3 3 3

3 3

4 4
4 4

4 4
4

4

4

5
56 67

7 7 78 9 9
9

910
10

10

OF:1 OF:2 OF:3 OF:4

OF:5 OF:6 OF:7 OF:8

OF:13 OF:14 OF:15 OF:20OF:19

(b)

46:7a:1d:8e:41:d1 22:2c:c8:8d:bd:ee f6:b9:b3:93:4c:2a

100.0.0.176100.0.0.63 100.0.0.58

3

3
1

5 56
8 8

10

3

1

3

1 2 2

6 8
2

OF:9 OF:10 OF:18OF:17OF:16OF:12OF:11

Fig. 9 Data center network architecture: (a) FatTree; (b) VL2. OF: OpenFlow

For the overhead of SDN switches, Fig. 10 com-
pares the delay overhead caused by switch forward-
ing in RHM, SPD, and normal modes. As can be seen
from Fig. 10, the delay overhead caused by SPD is
less than RHM but higher than the normal mode.
Since SPD will make one modification at the access
end, the average delay is slightly higher than the nor-
mal mode. However, the MG gateway of the RHM
modifies the packet twice, at the ingress and egress,
and the performance overhead and packet delay over-
head of the switch will be doubled compared to SPD.
Fig. 10 shows that the SPD system has a delay peak
when processing the first message. This is because
in a session in the SPD system, the first packet is
uploaded to the controller for processing, which will
lead to the maximum delay in the system, about 1 s.
Then the path is established, and the switch pro-
cesses the message through the flow, and the average
delay is slightly increased compared with the normal
mode.

6.3.2 Flow overhead

Because SPD establishes a pair of flows for ev-
ery session, the number of flows stored by the switch
is very large. For n terminals, the maximum number
of flows delivered is C2

n + 4, which is proportional to
n2. As shown in Fig. 11, when the switch is process-
ing the sessions of 100 terminals at the same time,
the delivery flows can reach up to 4954, which is a
huge challenge for the performance of the switch. In
comparison, under normal circumstances, the switch
needs only 100 flows.

7 Conclusions and future work

In this paper, we have tried to defend traditional
enterprise network against the potential threats in-
side. Our core idea is to cut off adversaries’ cyber kill
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chain efficiently. We have designed and implemented
a software-defined proactive defense system to pre-
vent the availability of detection by randomly and
unpredictably maneuvering more than one network
property at the same time, e.g., IP addresses, do-
main names, ports, and paths. Experimental results
showed that our SPD with an appropriate alterna-
tion strategy can prevent from almost all network
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scanning attacks, and effectively intercept worms,
DoS, and other unknown network attacks. However,
the flow overhead introduced by the system needs to
be further optimized.

In the future, we will deploy considerable decoys
to some typical services in the enterprise network.
For example, we will deploy Snort in the switch and
add honeypot nodes to increase the system security.
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