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Abstract: Precise web page classification can be achieved by evaluating features of web pages, and the structural features of web 
pages are effective complements to their textual features. Various classifiers have different characteristics, and multiple classifiers 
can be combined to allow classifiers to complement one another. In this study, a web page classification method based on heter-
ogeneous features and a combination of multiple classifiers is proposed. Different from computing the frequency of HTML tags, 
we exploit the tree-like structure of HTML tags to characterize the structural features of a web page. Heterogeneous textual fea-
tures and the proposed tree-like structural features are converted into vectors and fused. Confidence is proposed here as a criterion 
to compare the classification results of different classifiers by calculating the classification accuracy of a set of samples. Multiple 
classifiers are combined based on confidence with different decision strategies, such as voting, confidence comparison, and direct 
output, to give the final classification results. Experimental results demonstrate that on the Amazon dataset, 7-web-genres dataset, 
and DMOZ dataset, the accuracies are increased to 94.2%, 95.4%, and 95.7%, respectively. The fusion of the textual features with 
the proposed structural features is a comprehensive approach, and the accuracy is higher than that when using only textual features. 
At the same time, the accuracy of the web page classification is improved by combining multiple classifiers, and is higher than 
those of the related web page classification algorithms. 
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1  Introduction 
 

The huge amount of information on the Internet 
continues to expand over time, which provides people 
access to valuable resources. Web page classification 
is critical for website management and information 
retrieval, such as developing and maintaining web 
directories, improving the efficiency of search en-

gines, and filtering web pages (Qi and Davison, 2009). 
Web page classification can be achieved by evaluat-
ing the textual features of web pages (Kumari and 
Reddy, 2012; Li et al., 2017), structural features of 
web pages (Cai et al., 2003; Panchekha and Torlak, 
2016), and the relationships between web pages (Qi 
and Davison, 2006). However, web page classifica-
tion based on a single feature is subject to bias. For 
example, some web pages lack textual information, so 
it is difficult to accurately classify them based just on 
textual features. Better classification results can be 
obtained using other effective features and the fusion 
of heterogeneous features. 

Moreover, multiple classification results can be 
obtained through various classification algorithms, 
such as support vector machine (SVM) (Ali et al., 
2017), deep neural network (Gogar et al., 2016), and 
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decision tree (Onan, 2016). Due to the differences in 
features and classifiers, a sample may be classified 
incorrectly by one classifier but can be classified 
correctly by other classifiers. The classification per-
formance can be improved by combining multiple 
classifiers, such as voting, bagging, and boosting 
(Baskin et al., 2017). Zhu et al. (2016) used a decision 
matrix to construct a model with multiple SVM clas-
sifiers to classify web pages, but the combination of 
different types of high-performance classifiers could 
be better. Elsalmy et al. (2017) enhanced the predic-
tive power of web page classification models by 
stacking, but stacking is complicated. 

In this study, we propose a web page classifica-
tion method based on heterogeneous features and a 
combination of multiple classifiers. It fuses textual 
and structural features to comprehensively evaluate 
web page features and combines deep neural network 
and SVM classifiers to accurately classify web pages. 
The main contributions of this study are as follows: 

1. We use the tree-like structure of web pages as 
features. HyperText Markup Language (HTML) tags 
in the HTML documents of web pages are exploited 
and converted into vectors to characterize the struc-
tural features of web pages. Heterogeneous textual 
and structural features of web pages are fused by 
vector concatenation. 

2. We propose confidence here as a criterion to 
compare the classification results of different classi-
fiers. Then, multiple classifiers are combined with 
decision strategies, such as voting and confidence 
comparison, to give a good classification result at a 
high confidence interval. 

3. Experiments are conducted on the famous 
Amazon dataset, 7-web-genres dataset, and DMOZ 
dataset, on which the accuracies of the web page 
classification are increased to 94.2%, 95.4%, and 
95.7%, respectively. 

 
 

2  The proposed method 

2.1  Extracting structural and textual features of 
web pages 

Different categories of web pages contain dif-
ferent kinds of content, and the structural styles of 
web pages are also different. The key to effective web 
page classification is identifying the features of high 

distinction. Therefore, it is critical to extract the ef-
fective features of web pages.  

Based on the work of computing the frequencies 
of different HTML tags (Zhu et al., 2016), we capture 
the structural features of web pages by constructing 
vectors according to the tree-like structure of HTML 
tags. In web pages, HTML tags are arranged in a 
tree-like structure. For example, the following is an 
HTML document: 

 
<html><head><title>Example</title></head> 
<body> 
<p class="title"><b>Example</b></p> 
<p class="description">There are three examples: 
<a href="http://example.com/1" class="example" 

id="link1">Example1</a>, 
<a href="http://example.com/2" class="example" 

id="link2">Example2</a> and 
<a href="http://example.com/3" class="example" 

id="link3">Example3</a>.</p> 
</body></html> 
 
The tree-like structure of the HTML tags is 

shown in Fig. 1. 
 
 
 
 
 
 
 
 
 
 

 
 

 

Evaluating the distribution of HTML tags helps 
reveal the structural features of web pages. According 
to the statistical data (Heinrich, 2017), 20 HTML tags 
account for 95% of all tags in the HTML documents. 
These tags are <a>, <div>, <li>, <span>, <img>, <td>, 
<p>, <ul>, <option>, <meta>, <tr>, <link>, <input>, 
<table>, <tbody>, <dd>, <h2>, <h3>, <hr>, and <dt>. 
We then construct 20-dimensional vectors to repre-
sent these tags and traverse the HTML tags in order as 
the structural features of web pages. For example, the 
following vectors represent the web page structure in 
Fig. 1: 
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Fig. 1  Tree-like structure of HTML tags 
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[0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The web pages of www.amazon.com (Fig. 2), 
www.nba.com (Fig. 3), and www.cancer.gov (Fig. 4) 
are taken as cases to show the tree-like structures.  

Fig. 2 shows part of the web page and tree-like 
structure of www.amazon.com. Area 1 in the dotted 
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Fig. 2  Web page (a) and tree-like structure (b) of www.amazon.com 
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Fig. 3  Web page (a) and tree-like structure (b) of www.nba.com 
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Fig. 4  Web page (a) and tree-like structure (b) of www.cancer.gov 
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box represents a book for sale and there are several 
books on the page, so the structure of area 1 will be 
repeated in the whole tree-like structure.  

By analogy, the entire web page is represented as 
a “huge tree,” which reveals the structural features of 
web pages. 

Similarly, as shown in the dotted boxes in Fig. 3, 
area 2 represents the title of the article and area 3 the 
content of the article. In Fig. 4, area 4 in the dotted 
box represents the navigation of the web page and 
area 5 the report about cancer. The tree-like structure 
of HTML tags is exploited to characterize the web 
page structural features. 

Vectors are constructed to represent the web 
page structure of HTML tags. For example, the fol-
lowing vectors represent the structure of HTML tags 
in Fig. 4 (the first dotted box represents area 4 and the 
second dotted box represents area 5): 

 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0], 
[0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], 
[0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0], 
[0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0]. 
 

The tree-like structures in Figs. 2 and 3 can be 

converted into vectors in the same way to capture the 
structural features of web pages. 

Text information is extracted from the content in 
HTML tags of <title>, <meta>, <Hn>, <a>, <b>, and 
<p>, representing the title, meta information, head-
ings, hyperlinks, bold, and paragraph, respectively. 
The extracted texts are then preprocessed; i.e., all 
letters are converted into lowercase with garbled 
codes, abbreviations, numbers, and stop words re-
moved. Stop words are words which are filtered out 
before or after processing of natural language data. 
The texts are afterwards converted into vectors using 
word2vec (Mikolov et al., 2013), whereby each text is 
mapped to a unified dimensional vector in the vector 
library of word2vec with the textual features pre-
served. In this way, similar words are mapped close to 
each other in the vector space, and the vectors are 
therefore tinged with semantic information. 

2.2  Fusion of features for training and classifica-
tion 

Due to the difference in vector dimensions of the 
textual and structural features, these vectors need to 
be adjusted to be vectors with the same dimension by 
the numpy.reshape function (https://docs.scipy.org/ 
doc/numpy-1.13.0/reference/generated/numpy.reshap
e.html). The heterogeneous textual and structural 
features of web pages are fused by vector  
concatenation and fed into classifiers for training. 
After training, the vectors are input to the classifiers 
for classification. 

The classifiers we use are the long short-term 
memory (LSTM) (Gers et al., 2000) network and 
SVM (Xue et al., 2006). LSTM is a special type of 
deep neural network, which has internal memory to 
allow long-term dependencies to affect the output 
(Sze et al., 2017). LSTM is effective in processing 
time series data and is widely used in speech recog-
nition, machine translation, text classification, and 
other fields. SVM is based on structural risk mini-
mization and the Vapnik-Chervonenkis (VC) dimen-
sion theory, and a hyperplane is built to separate dif-
ferent types of samples (Wei et al., 2017). SVM has 
good performance in terms of classification and  
generalization. 

2.3  Acquisition of confidence 

Confidence is used here to measure the reliabil-
ity of classification results. Given a sample, the clas-
sifier yields predicted scores for each category and the  
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classification result is the category with the maximum 
predicted score. The higher the maximum predicted 
score, the more likely the classification result being 
correct. However, predicted scores of different clas-
sifiers are not comparable, making it difficult to 
compare results of different classifiers. Thus, we 
propose confidence as a criterion to compare the 
classification results of different classifiers. 

Assume that all web page data of a dataset is 
marked at 100%, of which 60%, 20%, and 20% are 
assigned as datasets A, B, and C, respectively. We 
train the classifier with dataset A and then classify 
dataset B. The classification results of dataset B are 
sorted as dataset B* according to the maximum pre-
dicted scores from high to low. For example, for the 
7-web-genres dataset (Zhu et al., 2016), Table 1 lists 
10 results with the low predicted score for dataset B*, 
and Table 2 lists 10 results with the high predicted 
score for dataset B*. Numbers 1–7 represent seven 
categories, and the real categories are the known la-
bels in the dataset. It can be seen that the predicted 
scores in Table 1 are low, and only 4 of the 10 classi-
fication results are the same as the real categories. In 
Table 2, the predicted scores are high, and all the 10 
classification results are correct. 

There are a total of M samples in dataset B*, and 
the maximum predicted score of the mth classification 
result is dm. We take a set of samples to calculate the 
confidence, and the number of samples is 2n. We 
select the samples from the (m−n)th to the (m+n)th 
samples, and calculate the classification accuracy of 
the 2n samples as the confidence of the mth classifi-
cation result. Considering the boundary value, if 
m−n≤0, the maximum predicted score of the mth 
classification result is high, the reliability of the clas-
sification result will be considered high, and the con-
fidence is set to 1. If m+n≥M, the maximum predicted 
score of the mth classification result is low, the relia-
bility of the classification result will be considered 
low, and the confidence is set to 0. 

After the maximum predicted scores and confi-
dences for the M samples are obtained, the relation-
ship between the maximum predicted scores and 
confidences is shown in Fig. 5. 

In dataset C, the classifier is tested. After a test 
sample is inputted to the classifier, the maximum 
predicted score and a classification result are obtained 
from the classifier. Clearly, according to the  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

relationship between the maximum predicted scores 
and confidences, the confidence of the test sample can 
be obtained. For each test sample, classification re-
sults and confidences for multiple individual classi-
fiers can be obtained.  

The process of obtaining classification results 
and confidences of multiple individual classifiers is 
shown in Fig. 6. 

Table 1  Classification results with low predicted scores 
Maximum pre-

dicted score 
Classification result 

(category) Real category 

0.223 208 1 5 
0.217 058 6 5 
0.199 370 6 2 
0.194 452 5 3 
0.193 946 7 2 
0.193 552 5 5 
0.177 247 3 5 
0.171 164 7 7 
0.167 516 5 5 
0.159 069 5 5 

 

Table 2  Classification results with high predicted scores 
Maximum pre-

dicted score 
Classification result 

(category) Real category 

1.637 814 7 7 
1.631 327 7 7 
1.570 772 1 1 
1.539 094 7 7 
1.538 281 1 1 
1.538 209 7 7 
1.537 890 1 1 
1.537 027 1 1 
1.529 811 1 1 
1.523 830 1 1 
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Fig. 5  Relationship between the maximum predicted 
scores and confidences 
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2.4  Combination of multiple classifiers 

The main idea behind our combined classifiers is 
to make decisions at the highest confidence interval.  

The process of combining multiple classifiers is 
shown in Fig. 7, and the detailed steps are as follows: 

Step 1: Several confidence intervals are obtained 
according to the confidence thresholds C1, C2, …, Ci 
(Ci represents the minimum threshold, C1>C2>…>Ci), 
and the confidence thresholds are set according to the 
accuracy of the combined classifiers by trials, i.e., 
C1=0.95, C2=0.90, C3=0.80, and C4=0.70 (On the 
datasets in Section 3, the combination of multiple  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

classifiers can be effectively achieved through ex-
periments when i=4). 

Step 2: For a test sample, after the classification 
results and confidences for multiple individual clas-
sifiers are obtained, we count the number N of clas-
sification results with confidence no less than the 
confidence threshold C1. If the number N is greater 
than 0, a decision strategy will be implemented to 
give the final result by combining these classifiers, 
and the classification process ends; otherwise, step 3 
is performed. 

Step 3: For a test sample, we count the number N 
of classification results with confidence no less than  
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Fig. 6  Process of obtaining classification results and confidences for multiple individual classifiers 
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Fig. 7  Process of combining multiple classifiers 
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the confidence threshold C2 but less than the confi-
dence threshold C1. If the number N is greater than 0, 
a decision strategy will be implemented to give the 
final result by combining these classifiers, and the 
classification process ends; otherwise, step 4 is  
performed. 

Step 4: By analogy, the classification process 
goes on until the final result of the combined classi-
fiers is obtained at one of the confidence intervals or 
all confidences of classification results are less than 
the minimum confidence threshold. Then count the 
number N of all classification results and a decision 
strategy will be implemented to give the final result 
by combining all classifiers. 

The decision strategy is that if N is greater than 2, 
vote; if N equals 2, compare the confidence values 
and take the result with a higher confidence; if N 
equals 1, directly output the corresponding classifi-
cation result. 

The combined classifiers include an SVM clas-
sifier based on textual features, an LSTM classifier 
based on textual features, an SVM classifier based on 
fusion of textual and structural features, and an LSTM 
classifier based on fusion of textual and structural 
features. After combining the four individual classi-
fiers, we try to omit one of the individual classifiers in 
turn. If the accuracy of the combined classifiers in-
creases, the individual classifier is omitted from the 
combination; otherwise, the individual classifier is 
retained in the combination. Using this process, the 
combination of multiple classifiers can be obtained. 
There is a need for heterogeneous features and clas-
sifiers to make full use of their complementary in-
formation; otherwise, the process is only a simple 
repetition and cannot effectively improve the classi-
fication performance. 

 
 
3  Experimental results and analysis 
 

To verify the effectiveness of the proposed 
method, 120 000 labeled web pages were crawled 
from the Alexa website of Amazon (https://www. 
alexa.com/topsites). There were 10 categories in the 
dataset, i.e., arts, business, computers, health, recrea-
tion, reference, science, shopping, society, and sports. 

Our experiments were implemented in the en-
vironment of Ubuntu 16.10, Python 2.7.12, Tensor-
Flow 1.2.0, and Numpy 1.14.1. The hyper parameter 

configuration of the LSTM was as follows: batch size 
256, learning rate 0.002, and layer number 3. We 
implemented the SVM classifier through the open- 
source library TextGrocery, which is based on 
LibLinear. Parameters in TextGrocery were auto-
matically set and were free of manual tuning. 

The classification accuracy (ACC) is calculated 
by 

 
TN TPACC ,

TP FP FN TN
+

=
+ + +

                (1) 

 
where TP is the number of positive samples classified 
as positive samples, TN the number of negative 
samples classified as negative samples, FP the num-
ber of negative samples classified as positive samples, 
and FN the number of positive samples classified as 
negative samples. 

Our test results on the Amazon dataset are shown 
in Table 3, and the confidence thresholds are C1=0.95, 
C2=0.90, C3=0.80, and C4=0.70. Table 3 shows that 
the method of fusing textual and structural features is 
comprehensive and effective. The accuracy is 4.5% 
higher than that when using only textual features in 
LSTM and 2.1% higher than that when using only 
textual features in SVM. The accuracy of web page 
classification is improved by fusing textual and 
structural features compared with the method using 
just textual features. The differences between various 
web page categories are effective features, so text and 
tree-like structure are used as features to classify web 
pages. In terms of pure textual features, SVM is better 
than LSTM, but in terms of fusion of textual and 
structural features, LSTM is better than SVM. Overall, 
the performances of LSTM and SVM are close on the 
Amazon dataset. 

 
 
 
 
 
 
 
 
 
 
 

 

Table 3  Classification accuracy on the Amazon dataset 

Method ACC (%) 
LSTM classifier based on textual features 89.2 
SVM classifier based on textual features 90.3 
LSTM classifier based on fusion of textual 

and structural features 
93.7 

SVM classifier based on fusion of textual and 
structural features 

92.4 

Combination of LSTM and SVM classifiers 
based on fusion of textual and structural 
features 

94.2 

SVM: support vector machine; LSTM: long short-term memory; 
ACC: accuracy 
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Founded on the high accuracy of both the SVM 
and LSTM classifiers based on the fusion of textual 
and structural features, the combination of these two 
classifiers further improves the accuracy of classifi-
cation, reaching 94.2%. Using confidence, the classi-
fication results of different classifiers can be com-
pared. Different types of classifiers are combined to 
make full use of their advantages; i.e., deep neural 
network has the ability to extract high-level features 
from a large amount of raw data (Sze et al., 2017), and 
SVM is widely used for text categorization because of 
its high generalization performance and high toler-
ance ability of processing high-dimensional vector 
classification (Xue et al., 2006). The combined clas-
sifiers are an LSTM classifier based on fusion of 
textual and structural features and an SVM classifier 
based on fusion of textual and structural features. 
Their performances are close and the complementa-
rity of the classifiers is used to improve the classifi-
cation accuracy. 

The 7-web-genres dataset (Zhu et al., 2016) has a 
total of 1400 HTML pages in seven categories, i.e., 
blog, eshop, FAQ, online newspaper front page, list-
ing, personal home page, and search page. They are 
functions of web pages. 

The 7-web-genres dataset is a small-sample da-
taset, so a 10-fold cross-validation method (Onan, 
2016) is used to make full use of the data. Table 4 
shows the test results on the 7-web-genres dataset, 
and the confidence thresholds are C1=0.95, C2=0.90, 
C3=0.80, and C4=0.70. In Table 4, the accuracy of the 
SVM classifier based on fusion of textual and struc-
tural features is slightly improved compared with the 
SVM classifier based on textual features, and it pro-
vides complementary information for the combined 
classifiers. The accuracies of the LSTM and SVM 
classifiers based on textual features are 90.3% and 
92.8%, respectively, the accuracy of the SVM classi-
fier based on fusion of textual and structural features 
is 93.0%, and the combination of these three improves 
the accuracy of web page classification to 95.4%. 
Note that the LSTM classifier based on fusion of 
textual and structural features is not included in the 
combination. The reason is that the combined classi-
fiers require the performances of the individual clas-
sifiers be close. If this rule is violated, the poor per-
formance of one of the individual classifiers will 
decrease the overall performance of the combined  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

classifiers, which is the case for the LSTM classifier 
based on fusion of textual and structural features here. 

We compared the proposed classification 
method with the related web page classification al-
gorithms. Pritsos and Stamatatos (2013) proposed a 
random feature subspacing ensemble (RFSE) algo-
rithm. Kumari and Reddy (2012) used a combined 
stemming approach (CSA) for web page classifica-
tion. Zhu et al. (2016) used a decision matrix to con-
struct a model with multi-classifier combination 
(MCC). Precision, recall, and F-measure were used to 
evaluate the performances of web page classification 
algorithms in these three works. We calculated these 
three parameters for comparison. Precision is the 
number of true positive samples divided by the total 
number of samples classified as positive samples. 
Recall is the number of true positive samples divided 
by the total number of real positive samples. 
F-measure is the harmonic mean of Precision and 
Recall. 

 

TPPrecision ,
TP+FP

=                     (2) 

TPRecall= ,
TP+FN

                         (3) 

2 Precision Recall-measure= .
Precision Recall

F × ×
+

          (4) 

 
Table 5 shows the comparison results of the 

proposed method with related algorithms on the 
7-web-genres dataset. It can be seen that the results of 
the proposed method are excellent in Precision, Re-
call, and F-measure, all reaching 95.4%. 

Table 4  Classification accuracy on the 7-web-genres  
dataset 

Method ACC (%) 
LSTM classifier based on textual features 90.3 
SVM classifier based on textual features 92.8 
LSTM classifier based on fusion of textual and 

structural features 
88.6 

SVM classifier based on fusion of textual and 
structural features 

93.0 

Combination of the LSTM classifier based on 
textual features, the SVM classifier based on 
textual features, and the SVM classifier based 
on the fusion of textual and structural features 

95.4 

SVM: support vector machine; LSTM: long short-term memory; 
ACC: accuracy 
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The DMOZ website is a famous open directory 
project built and maintained by volunteers from all 
over the world. The DMOZ-50 dataset is obtained 
from the DMOZ website and divided into 50 small 
datasets (Onan, 2016). The number of topics in the 
dataset ranges from 3 to 10. This dataset is prepro-
cessed and the main information on the web page is 
extracted and saved. 

Table 6 gives the comparison results of our 
method with several works on the DMOZ-50 dataset. 
Onan (2016) combined many feature selection algo-
rithms and classification algorithms, the best one of 
which is the combination of AdaBoost, naive Bayes, 
and consistency-based feature selection, and the ac-
curacy was 88.1%. Elsalmy et al. (2017) investigated 
the method of stacking with model trees and achieved 
an accuracy of 91.2%. Onan (2015) proposed an arti-
ficial immune system based algorithm, namely  
Immunos-1, for web page classification, and the ac-
curacy was 92.4%. A higher accuracy of 95.7% was 
obtained using our proposed method, which demon-
strates excellent effectiveness compared with the 
related web page classification algorithms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
 
4  Conclusions and future work 
 

To comprehensively evaluate the features of web 
pages and improve classification accuracy, a web 

page classification method based on heterogeneous 
features and a combination of multiple classifiers has 
been proposed. We have captured the structural fea-
tures of web pages by constructing vectors according 
to the tree-like structure of HTML tags, and fused the 
heterogeneous features, namely the structural and 
textual features, by vector concatenation. The fusion 
of textual features and the proposed tree-like structure 
features is comprehensive and effective. Confidence 
has been proposed as a criterion of the reliability of 
the classification results. Deep neural network and 
SVM classifiers have been combined with decision 
strategies such as voting, confidence comparison, and 
direct output to give the final classification result at 
the highest confidence interval. Experimental results 
on the Amazon dataset, 7-web-genres dataset, and 
DMOZ dataset showed that the accuracies are in-
creased to 94.2%, 95.4%, and 95.7%, respectively, by 
our proposed method, and demonstrated higher ac-
curacy than the related web page classification algo-
rithms. In future work, we will explore more effective 
features and combine different classifiers to improve 
the classification performance. 
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