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Abstract: Crowd counting has been applied to a variety of applications such as video surveillance, traffic monitoring,
assembly control, and other public safety applications. Context information, such as perspective distortion and
background interference, is a crucial factor in achieving high performance for crowd counting. While traditional
methods focus merely on solving one specific factor, we aggregate sufficient context information into the crowd
counting network to tackle these problems simultaneously in this study. We build a fully convolutional network
with two tasks, i.e., main density map estimation and auxiliary semantic segmentation. The main task is to extract
the multi-scale and spatial context information to learn the density map. The auxiliary semantic segmentation task
gives a comprehensive view of the background and foreground information, and the extracted information is finally

incorporated into the main task by late fusion. We demonstrate that our network has better accuracy of estimation

and higher robustness on three challenging datasets compared with state-of-the-art methods.
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Multi-task learning
https://doi.org/10.1631/FITEE.1900481

1 Introduction

Crowd counting aims to predict the accurate
number of people in an image or a video. Over the
last few years, it has been applied to various appli-
cations such as video surveillance, traffic monitor-
ing, assembly control, and other public safety ap-
plications (Li YH et al., 2018). The major chal-
lenges of crowd counting are perspective distortion
and background interference. The perspective dis-
tortion causes dramatic changes in each image (Shi
et al., 2019), and a complex background always leads
to overestimation of the number of people (Wang LY
et al., 2019).
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Researchers have tried numerous methods to
address the challenges mentioned above. Rep-
resentative studies include detection-based (Dollar
et al., 2012), clustering-based (Rabaud and Belongie,
2006), and regression-based (Idrees et al., 2013)
counting. Recently, convolutional neural network
(CNN) based approaches have demonstrated signif-
icant improvements for crowd counting and density
estimation (Cao et al., 2018; Li YH et al., 2018;
Shen et al., 2018). Multiple methods rely on multi-
column-based architectures (Zhang YY et al., 2016;
Deb and Ventura, 2018) to tackle the perspective and
scale variation issue. However, some researchers veri-
fied that the multi-column architecture with different
kernel sizes is inefficient to form a multi-scale repre-
sentation (Li YH et al., 2018). In addition, some
researchers pointed out that the multi-column archi-
tecture limits scale diversity due to saturated per-
formance. Also, the different receptive fields cause a
large amount of training time with more parameters
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(Cao et al., 2018). To eliminate the interference fac-
tors due to highly similar visual effects as pedestri-
ans, we can use the contextual information in images
by simulating the human visual system. The net-
work can generate top-down feedback to suppress
and correct false density prediction (Sam and Babu,
2018).

Inspired by recent advances in multi-task learn-
ing for computer vision (Pu et al., 2014; Ruder,
2017), we introduce an auxiliary task of semantic
segmentation for crowd counting, which is used for
salient person segmentation (Cong et al., 2019b; Li
CY et al., 2019).
task is to obtain more global information to com-
pensate for the contextual information for the main
task. To this end, we use the dilated convolutional
layers to ensure a large receptive field, and thus to
generate high-quality density maps. We also apply
global average-pooling to capture the global contex-
tual information (Chen LC et al., 2017). Finally,
the semantic segmentation mask is incorporated into

The purpose of this auxiliary

the main task by late fusion. Distinct from previ-
ous crowd segmentation, we use a two-branch fully
convolutional network instead of hand-crafted repre-
sentations (Chen K et al., 2012) without additional
perspective maps.

We propose a novel multi-task aggregated con-
text counting network (ACCNet) to learn density
map estimation and foreground-background segmen-
tation simultaneously. ACCNet is an end-to-end
fully convolutional network supporting arbitrary in-
put size. For the main crowd counting task, we use
nine convolutional layers from convl 2 to conv4d 3
of a fine-tuned VGG-16. We propose a multi-column
block (MCB) in ACCNet to resolve the scale varia-
tion problem with stride = 2 of MCB but with the
same kernel size for each column. This alternation
is a crucial factor in obtaining rich spatial informa-
tion to tackle the perspective distortion issue. We
add a skip connection between the processed out-
put of fine-tuned VGG-16 and the features learned
by MCB to provide more scale information. For the
auxiliary task, we design a two-branch fully convolu-
tional network to capture global context information
for efficient semantic segmentation.

The main contributions of this work are sum-
marized as follows:

1. We propose a novel fully convolutional multi-
task network to learn density map estimation and
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semantic segmentation jointly and efficiently. In the
main task, to solve the perspective issue more ef-
ficiently, the MCB with four columns and altered
stride length is crucial in obtaining rich spatial in-
formation. Also, there is a skip connection to tackle
scale variations. In the auxiliary task, the designs of
the two-branch network and global average-pooling
are the key points for capturing the global contextual
information.

2. In the experiments on three benchmark
datasets, we demonstrate that the proposed ACCNet
is better than or comparable to the state-of-the-art
methods.

3. Ablation studies on benchmark datasets fur-
ther verify the effectiveness of the auxiliary semantic
segmentation network.

2 Related work

There have been a variety of approaches ad-
dressing the problem of crowd density estimation
or crowd counting. Existing methods for such ap-
plications can be roughly categorized into the fol-
lowing three classes (Loy et al., 2013): detection-
based,
based methods. Due to the rapid progress in deep
learning (Cheng et al., 2018), we also review the re-
cently developed deep neural network based methods

regression-based, and density estimation

for crowd counting.
2.1 Detection-based methods

Detection-based methods are usually intuitive
by applying a moving window to detect pedestri-
ans or body parts (Dollar et al., 2012; Sindagi and
Patel, 2018).
body is one straightforward method using low-
level features, such as histograms of oriented gra-
dient (HOG) (Dalal and Triggs, 2005) and Haar
wavelets (Viola and Jones, 2004). Though successful

Training classifiers for the whole

for low-density crowds’ images, most of these meth-
ods fail to deal with high-density crowds’ images,
since targeted pedestrians are severely obscured. As
a remedy, researchers try to estimate the number of
body parts using head- or shoulder-like detectors for
crowd scenes analysis (Li M et al., 2008). However,
these methods are designed mostly for some specific
scenes, and cannot be easily applied to generalized
datasets.
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2.2 Regression-based methods

To tackle the scenes with severe occlusions, some
methods try to count by regression. Features such
as edge features, foreground features, gradient fea-
tures, and texture are first independently extracted
from images or image patches. Afterward, the re-
lationship between these features and the crowd
count is learned by regression (Chan and Vasconce-
los, 2012). It was suggested that a single feature or
detection method is not reliable in obtaining a pre-
cise number for highly congested scenes, especially
for severe occlusion, perspective, and low-resolution
scenes (Idrees et al., 2013). Therefore, several kinds
of features are extracted using different approaches
and then fused to form a comprehensive feature for
crowd counting (Idrees et al., 2013). Recently, fully
convolutional networks are also used to extract the
foreground features (Long et al., 2015).

2.3 Density estimation based methods

Density estimation is associated with crowd
counting, where each pixel of the corresponding den-
sity map indicates the number of people. Compared
with direct counting of the number, the density esti-
mation based method can preserve more spatial in-
formation of crowd scenes. To leverage more density
information, Lempitsky and Zisserman (2010) sug-
gested learning a linear mapping between features
in the local patches and corresponding object den-
sity maps. By estimating image density, the number
of objects in the images is obtained by the integral
over the density map without explicitly detecting or
localizing the target objects. Following similar ap-
proaches, Rodriguez et al. (2011) improved the per-
formance of head detection. Furthermore, since lin-
ear mapping is difficult to learn, Pham et al. (2015)
proposed to learn a non-linear mapping using ran-
dom forest regression between the local patch and
density maps.

2.4 CNN-based methods

Deep convolutional neural networks (CNNs) are
currently the state-of-the-art approaches (Cao et al.,
2018; Li YH et al., 2018; Shen et al., 2018), and many
CNN-based approaches have been introduced to pre-
dict the density map for crowd counting. Wang C
et al. (2015) adopted a basic convolutional structure,
which is an end-to-end deep CNN regression model
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for counting people from images in extremely dense
crowds based on the AlexNet framework. Walach
and Wolf (2016) proposed the basic CNNs with lay-
ered boosting and selective sampling.

Particularly, to overcome perspective distor-
tions and scale variations, researchers have devel-
oped various kinds of models with different network
structures. The counting method combines a deep
network with a shallow network to tackle scale vari-
ations across images (Boominathan et al., 2016).
Multi-column counting networks are found to be use-
ful in solving variations in the people scale originat-
ing from the perspective effect (Zhang YY et al.,
2016). Recently, using a similar multi-column struc-
ture, Switch-CNN trains a classifier to relay the par-
ticular input patches to the optimal regressor from
multi-column regressors (Sam et al., 2017). The ag-
gregated multi-column dilated convolution network
(AMDCN) uses dilated filters to construct an ag-
gregation module in a multi-column CNN (Deb and
Ventura, 2018). In this work, unlike the common sig-
nificance of multi-column, we use the multi-column
architecture with the same kernel size for each col-
umn. Furthermore, we change the stride length from
Such alternation in the multi-column
block can encode richer spatial information, which

one to two.

is beneficial to solving the problem of perspective
distortion.

Contextual information has been proved useful
in predicting both the local and global counts. Shang
et al. (2016) proposed to learn the counting task by
incorporating local regions and the overall images.
Recently, a CNN structure using high-level prior in-
formation is presented to improve the crowd counting
performance while learning to classify crowds into
several groups (Sindagi and Patel, 2017a). Instead
of learning a sophisticated density level classifier for
the auxiliary task, we design a two-branch network
that uses dilated convolutional layers and global av-
erage pooling. For the main crowd counting task,
the network can provide a sufficient receptive field
with global context information to compensate for
the contextual information.

3 Proposed aggregated context count-
ing network

In this section, we present the proposed AC-
CNet in detail. ACCNet is a multi-task network
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with parameters shared by some of the convolutional
layers. The main task is to generate high-quality
density maps without losing resolution, and thus to
predict crowd counting accurately. The auxiliary
task is foreground-background segmentation to ac-
quire global contextual information. It can reduce
false predictions caused by background interference
and further improve the performance of density map
estimation and crowd counting.

The structure of ACCNet is shown in Fig. 1.
A fine-tuned visual geometry group (VGG) network
is used first to extract low-level image features, fol-
lowed by two tasks, one for density map estimation
and the other for foreground-background segmenta-
tion. Finally, the semantic segmentation mask is
integrated into the main pathway by late fusion.

3.1 Shared convolutional layers

Inspired by Zhang YY et al. (2016) and Li YH
et al. (2018), we build the model using part of VGG-
16. Instead of using a pre-trained model, we prefer
learning from scratch, and adopt nine convolutional
layers (from convl 2 to conv4d 3) of the VGG-16
network. For three max-pooling layers of the origi-
nal VGG-16 network, we remove the first and third
pooling layers and keep only the second max-pooling
layer to maintain sufficient invariance and generate
high-quality density maps. As a remedy, we use a
1 x 1 convolutional layer after convd 3. We also

Fine-tuned
VGG16
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adopt a dilated convolutional layer instead of max-
pooling to enlarge the receptive field and extract
deeper information.

3.2 Density map estimation

One major difficulty in density map estimation
is perspective distortion (Sindagi and Patel, 2018),
which generates scale variations even in a single im-
age. The perspective problem is caused by the ge-
ometry and depth information (Cong et al., 2019a)
in the image and the spatial context information.
In this study, the four columns of a convolutional
layer with stride = 2 in MCB are enough to ex-
tract rich spatial information for density estimation.
The appropriate stride enables to capture more re-
ceptive fields, and the mode of multi-column enables
to capture more context information. Various kinds
of methods have been proposed to tackle the per-
spective and scale issues (Fig. 2). MCB in Fig. 2a
can provide flexible receptive fields across multiple
columns but result in a large amount of training time
with more parameters. Some research (Li YH et al.,
2018; Shen et al., 2018) found that the effect of multi-
column design on multi-scale information extraction
is weak. The Skip-Net in Fig. 2b can extract multi-
scale features by receptive fields of different sizes. It
can connect low- and high-level features and obtain
more accurate scale information. However, the joint
features should be carefully chosen; inappropriate

1
Conv Conv Conv Conv |
Conv 1x1 Conv 3x3 MCB 5x5 3x3 3x3  1x1 : Estimated
stride = 2) ! density
e __ ] map

CNN feature maps

' No dilation

Semantic

Kernel size = 3
| segmentation Dilation rate = 2
—————————— mask

Fig. 1 Overview of ACCNet for density map estimation and semantic segmentation

Cube represents convolutional neural network (CNN) feature maps.

The blue cube represents a traditional convolutional

layer, and the khaki cube represents a dilated convolutional layer with dilation rate = 2. The numbers above cubes denote

the corresponding numbers of channels.

For the semantic segmentation task, batch normalization layers are applied after

convolutional layers. ReLLU as a nonlinear activation function is used after convolution layers. MP, GAP, and UP indicate
max-pooling, global average-pooling, and upsampling, respectively. References to color refer to the online version of this figure
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Fig. 2 Different multi-scale architectures: (a) multi-
column block; (b) Skip-Net; (c) multi-scale input

connection may lead to performance degradation.
The multi-scale network in Fig. 2c accepts several
scales of input images to deal with scale variation.
However, for images with low resolution, the quality
of scaling image patches cannot be guaranteed. Scal-
ing image patches might corrupt the distribution of
input images (Wang LY et al., 2018).

In this study, we combine the merits of MCB and
Skip-Net to tackle perspective distortion in crowd
scenes. We first adopt MCB with the same kernel
We set stride = 2 for each
convolutional layer in MCB to gain rich spatial con-

size of each column.

text information. Kernels of non-uniform size after
MCB are applied to achieve robust performance. To
capture more scale information, we add a skip con-
nection between the interpolated features and the
final output of the fine-tuned VGG-16. We map the
connected feature to a preliminary density map by
subsequent convolutional layers. To compensate for
the downsampling effect, we use bilinear interpola-
tion to generate the full-resolution density map.

3.3 Foreground-background segmentation

The primary goal of the auxiliary task is to pro-
vide global context information to boost the main
task of crowd counting. Similar to crowd counting,
semantic segmentation also requires rich spatial de-
tails and semantic information. Instead of obtain-
ing a fine-grained segmentation (He et al., 2018) to
distinguish buildings, trees, and person, our task fo-
cuses on person segmentation (Huang JH et al., 2020)
and enhancement of person saliency (Cong et al.,
2018, 2019¢). To this end, we regard the crowd as
foreground and the rest of the region as background,
to segment the foreground from the background to
extract enough information about the person.

Unlike traditional crowd segmentation (Xie
et al., 2014; Zhu and Peng, 2016), instead of us-
ing hand-crafted representations and methods by
graph or the boosting algorithm, we propose a two-
branch fully convolutional network. Different from
the well-known fully convolutional network (Long
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et al., 2015) for semantic segmentation, however, we
use dilated convolutional layers to increase the net-
work receptive field without an exponential increase
of the number of parameters. The replacement of
convolutional layers can aggregate diverse contex-
tual information and keep the spatial resolution of
the feature map (Chen LC et al., 2018). The batch
normalization layer is applied with a dilated convo-
lutional layer to avoid the vanishing of the gradient.

Inspired by the importance of contextual effects
in semantic segmentation (Chen LC et al., 2017) and
related works about multi-scale methods (Peng et al.,
2018), we adopt global average-pooling (GAP) to ac-
quire global contextual information. Then by the use
of bilinear interpolation, we upsample the feature to
the desired resolution. After that, we reduce the di-
mension of the feature map by a 1 x 1 convolutional
layer. The above is related to the single branch of our
proposed segmentation network. The other branch
uses max-pooling (MP) to encode rich spatial details.
The final segmentation map obtained by the sigmoid
function is applied to the main pathway for further
fusion. A series of convolutional layers are used to
transform the feature map, and the estimated den-
sity map and crowd count are obtained.

3.4 Objective function

In terms of the density estimation task, we mea-
sure the difference between the generated density
map and the ground truth using the traditional Eu-
clidean distance. The objective function is

R~ o112
Lp(0) = N Z | Fa(X;0) — FE H27 (1)
i=1

where N is the number of training samples, and 6 is
the network parameter of ACCNet. Fy(X;;0) indi-
cates the generated density map learned from ACC-
Net with parameters 6. Figt represents the ground
truth density map of the input image X;.

The auxiliary task for foreground-background
segmentation is a pixel-level classification problem.
We use binary cross-entropy for this task. The
probability of the foreground Séeg(foreground) cor-
responding to the input image X is given by

1
1+epi’

(2)

Sécg(foreground) =g; =

where p; is the pixel value of segmentation map
Séeg. Therefore, the complementary probability of
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the background S, (background) is given by
Sécg(background) =1—4. 3)

Denote the ground truth segmentation map for
the input image X; by gt,, and then the segmentation
loss is formed as

1 Z” X 0
Ls= N — [gt; log i + (1 — gt;) log(1 — 4i)] .
(4)

We combine density map estimation loss L p and
segmentation loss Lg by a proportionality coefficient
of \. Therefore, the final loss is given by

L=Lp+ A\Lg. (5)

The weight of density map estimation loss is set
to be higher than that of the segmentation loss, since
we require the former have more influence during
training. Besides, in our experiments, we found that
Lp is a few orders of magnitude smaller than Lg. To
achieve a more accurate density map estimation, A
is set to 0.01 in the final loss for all experiments.

4 Implementation details
4.1 Ground truth generation

Since we have merely the head number and the
labeled coordinate of each head for most datasets,
we first introduce the process of ground truth gen-
eration for the crowd counting task and semantic
segmentation task.

Numerous methods have been proposed to gen-
erate the ground truth density map according to the
labeled coordinate of the heads. The Gaussian ker-
nel density centered on the locations of the provided
points is the most famous method (Lempitsky and
Zisserman, 2010). In recent years, researchers found
that perspective normalization is of great importance
in creating the ground truth density map. Zhang C
et al. (2015) proposed a human-shaped Gaussian ker-
nel with two parts, i.e., the head and the body. Den-
sity maps via geometry-adaptive kernels were pro-
posed to tackle highly crowded scenes (Zhang YY
et al., 2016; Li YH et al., 2018; Wang LY et al.,
2018).

We use the geometry-adaptive kernels proposed
by Zhang YY et al. (2016) to generate the ground

truth density map F'(x) as follows:

where o; = fAd;, § is a constant term coefficient.
For each annotated head at pixel x;, we represent
the pixel as a delta function d(xz —z;). To gen-
erate the density map, we convolve d(z — z;) with
a filter template G,,. The parameter o; denotes
the standard deviation of the Gaussian kernel, cho-
sen according to the average distance d; of k near-
est neighbors to each targeted object x;. Follow-
ing Zhang YY et al. (2016), we set &k = 3 and
B = 0.3. For sparse crowd scenes, i.e., the Shang-
haitech Part B dataset (Zhang YY et al., 2016) and
UCSD dataset (Chan et al., 2008), we generate the
ground truth density maps by annotating every per-
son with a fixed parameter o; = 4.

For the semantic segmentation task, we gener-
ate the ground truth label according to the generated
ground truth density map. As mentioned before,
each pixel in the corresponding density estimation
map represents the number of people. In the part of
the input image with a person’s presence, the pixel
value varies between zero and one, and all values sum
to one. Unlike the property of density values, the
benefit of semantic segmentation is binary classifica-
tion. The pixel intensity of the ground truth density
map greater than zero is set as the foreground, and
the rest of the pixels are considered as background.

4.2 Training and evaluation details

Considering a dataset with various resolutions
and downsampling operations in ACCNet, we need
to ensure that the z and y coordinates of images are
both multiples of four. For instance, the original
image resolutions of the UCSD dataset are all 158 x
238, and we resize them to 160 x 240.

Note that we do not employ any data augmen-
tation method (i.e., patch cropping or mirroring) to
approximate the original distribution. Since only
one max-pooling layer is applied in ACCNet, there
is very little loss of context information. Therefore,
the performance of our network can hardly be im-
proved by traditional data augmentation methods.
In Section 6.1, we compare the performance of AC-
CNet with and without data augmentation. For the
UCF _CC_ 50 dataset, we randomly select 40 images
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for training, and the remaining 10 images for testing.
The datasets are divided into a training set and a
testing set. If without specific descriptions, 80 per-
cent of images in the training set is used for training,
and the remaining images are used as the validation
set for model selection. We report the performance
of the UCSD dataset using two frequently used split-
ting methods.

The network parameters are initialized by Gaus-
sian distribution with zero mean and 0.01 standard
deviation. We start from scratch and set the initial
learning rate at 10~°, and decrease it by half every 60
epochs. ACCNet is trained end to end by an Adam
optimizer using Pytorch (Paszke et al., 2017). We
report the performance at the 500" epoch. The ex-
periments are implemented on one GeForce® GTX
1080 Ti.

In the testing stage, we compare the perfor-
mance of our model with that of state-of-the-art
methods by the mean absolute error (MAE) and
mean squared error (MSE). For N test images, the
metrics are defined as

1 N
MAE:Nizgl}Oi_Ozgt|7 (7)
1 Y 2

t
MSE = N;:l |Ci — C¥|", (8)

where Cft is the ground truth crowd number of image
X, and C; denotes the estimated counting number.
Generally speaking, MAE represents the accuracy of
estimation, and MSE represents the robustness of
the model for crowd density estimation.

5 Experimental results

In this section, we report the performance com-
parison between ACCNet and state-of-the-art meth-
ods on three benchmark datasets (Chan et al., 2008;
Idrees et al., 2013; Zhang YY et al., 2016). The
image samples of these datasets are illustrated in
Fig. 3. Note that the scene, number of crowds, and
camera perspective vary dramatically from dataset
to dataset.

5.1 ShanghaiTech dataset

We first compare the prediction performance on
the ShanghaiTech dataset (Zhang YY et al., 2016).
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Fig. 3 from three benchmark

datasets:

Sample
(a) ShanghaiTech Part_ A; (b) Shang-
haiTech Part _B; (c) UCSD; (d) UCF_CC_50

images

This dataset contains 1198 annotated images with
a total of 330 165 persons with head center anno-
tations. It involves two subsets: Part A contains
482 images at various resolutions and Part B con-
tains 716 images with a fixed resolution 768 x 1024.
Part A has more massive density scenes with an
average number of 503 persons per image as com-
pared to Part B with an average of 123. Consistent
with Zhang YY et al. (2016), we divide the images
into training and testing sets. We use the geometry-
adaptive Gaussian method for Part A and fix the
spread parameter for Part B. As shown in Table 1,
for the Part A dataset, ACCNet has increased by
15.06% compared with ACSCP (Shen et al., 2018) in
terms of MAE; for the Part B dataset, our approach
achieves the best MAE and MSE.

5.2 UCSD dataset

The UCSD dataset (Chan et al., 2008) is
recorded from a video sequence at 10 frames/s in
a campus scene. It has a total of 2000 images with
a resolution of 158 x 238. The crowd count ranges
from 11 to 46. The ground-truth annotation, region-
of-interest (ROI), and perspective map of the scene
are provided. The perspective information provided
by the dataset can be used to normalize the features
based on the weight scaling corresponding to reality.
Since people closer to the camera appear larger than
those far away, the features of closer people in per-
spective information account for a smaller portion.
To incorporate perspective information, we divide
the two-dimensional (2D) Gaussian of each person by
the perspective value to generate the ground truth
density map. The use of perspective information
is described in Section 6.2. Here we fix the spread
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Table 1 Performance comparison with state-of-the-art methods on the ShanghaiTech dataset
Method MAE MSE
Part A Part B Part A Part B
Zhang C et al. (2015)’s 181.8 32.0 277.7 49.8
MCNN (Zhang YY et al., 2016) 110.2 26.4 173.2 41.3
Switching-CNN (Sam et al., 2017) 90.4 21.6 135.0 33.4
CP-CNN (Sindagi and Patel, 2017b) 73.6 20.1 106.4 30.1
Cascaded-MTL (Sindagi and Patel, 2017a) 101.3 20.0 152.4 31.1
Sam and Babu (2018)’s 97.5 20.7 145.1 32.8
IG-CNN (Sam et al., 2018) 72.5 13.6 118.2 21.1
ACSCP (Shen et al., 2018) 75.7 17.2 102.7 27.4
CSRNet (Li YH et al., 2018) 68.2 10.6 115.0 16.0
Huang SY et al. (2018)’s - 20.2 - 35.6
ACCNet (ours) 64.3 8.7 104.1 13.6

MCNN: multi-column convolutional neural network; CP-CNN: contextual pyramid CNN; MTL: multi-task learning; IG-CNN:
incrementally growing CNN; ACSCP: adversarial cross-scale consistency pursuit; CSRNet: congested scene recognition network;
ACCNet: aggregated context counting network. Best performance is shown in bold

parameter to generate ground truth density maps
and use ROI to constrain the testing area without
the use of perspective information.

There are two methods to split the data into
training and testing sets. First, following the setting
in Chan et al. (2008), we select 800 frames from
600 to 1399 as the training set and the remaining
1200 frames as the testing set. Such a setting is
relatively easy since all images are very similar, and
the average number of persons is small (i.e., 25). As
shown in Table 2, the performance is very close for
all methods being compared, and ACCNet achieves
comparative results.

To verify the performance of our network, we
split the data in another way (Lempitsky and Zis-
serman, 2010; Ryan et al., 2010; Zhang C et al.,
2015).
training groups: (1) maximum, (2) downscale (the
most crowded), (3) upscale (the least crowded), and

The second splitting method involves four

(4) minimum. The training frames are described

Table 2 Performance comparison with state-of-the-
art methods on the UCSD dataset

Method MAE MSE
Zhang C et al. (2015)’s 1.60 3.31
MCNN (Zhang YY et al., 2016) 1.07 1.35
CCNN (Ofioro-Rubio and Lopez-Sastre, 2016)  1.51 -
Switching-CNN (Sam et al., 2017) 1.62 2.10
Huang SY et al. (2018)’s 1.00 1.40
ACSCP (Shen et al., 2018) 1.04  1.35
CSRNet (Li YH et al., 2018) 116 1.47
ACCNet (ours) 1.00 1.27

MCNN: multi-column convolutional neural network; CCNN:
counting CNN; ACSCP: adversarial cross-scale consistency pur-
suit; CSRNet: congested scene recognition network; ACCNet:
aggregated context counting network. Best performance is
shown in bold

in MATLAB notation as (1) 600 : 5 : 1400, (2)
1205 : 5 : 1600, (3) 805 : 5 : 1100, and (4)
640 : 80 : 1360. The frames out of the four splits
are used for testing. The results are shown in Ta-
ble 3. Note that ACCNet achieves the best perfor-

77 L

mance for the “downscale”; “upscale”; and “minimum”
groups. The minimum group is challenging for our
method since only 10 images are used for training.
Though without a data augmentation procedure, our

performance is still superior.
5.3 UCF_CC_ 50 dataset

The final dataset is UCF _CC_ 50 (Idrees et al.,
2013). This dataset is the most challenging since it is
the most crowded, and the number of training images

Table 3 Mean absolute error (MAE) on the UCSD
pedestrian dataset

Method MAE
Maximum Downscale Upscale Minimum

Lempitsky 1.70 1.28 1.59 2.02
and Zisserman
(2010)’s
Fiaschi et al. 1.70 2.16 1.61 2.20
(2012)’s
Codebook+RR 1.24 1.31 1.69 1.49
(Arteta et al.,
2014)
Pham et al 1.43 1.30 1.59 1.62
(2015)’s
Zhang C et al. 1.70 1.26 1.59 1.52
(2015)’s
ACCNet (ours) 1.33 1.21 1.10 1.31

RR: ridge regression; ACCNet: aggregated context counting
network. Best performance is shown in bold
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is tiny. It contains only a total of 50 images with
varying resolutions and diverse scenes. However, the
average person count for each image is up to 1280.
For this particular dataset, we use the geometry-
adaptive Gaussian method to generate the ground
truth density map (Zhang YY et al., 2016). Similar
to Idrees et al. (2013), we report the five-fold cross-
validation performance in Table 4. Note that ACC-
Net achieves the best performance for both MAE and
MSE. Compared with ACSCP (Shen et al., 2018), a
30.7% improvement is achieved in terms of MAE.
Compared with SANet (Cao et al., 2018), a 22.0%
improvement is achieved in terms of MAE. For such a
difficult dataset, the improvements demonstrate the
effectiveness of our method in dealing with highly
congested scenes.

5.4 Comparison of computation performance

The computation performance (number of pa-
rameters and runtime) is compared on the Shang-
haiTech Part A dataset. The number of network

Table 4 Performance comparison with state-of-the-
art methods on the UCF _CC_ 50 dataset

Method MAE MSE
Zhang C et al. (2015)’s 467.0  498.5
MCNN (Zhang YY et al., 2016) 377.6  509.1
Switching-CNN (Sam et al., 2017) 318.1  439.2
CP-CNN (Sindagi and Patel, 2017b) 295.8  320.9
Cascaded-MTL (Sindagi and Patel, 2017a)  322.8  397.9
Sam and Babu (2018)’s 354.7 4914
IG-CNN (Sam et al., 2018) 291.4  349.4
ACSCP (Shen et al., 2018) 291.0  404.6
CSRNet (Li YH et al., 2018) 266.1  397.5
SANet (Cao et al., 2018) 258.4 3349
Huang SY et al. (2018)’s 409.5  563.7
ACCNet (ours) 201.6 282.1

MCNN: multi-column convolutional neural network; CP-CNN:
contextual pyramid CNN; MTL: multi-task learning; IG-CNN:
incrementally growing CNN; ACSCP: adversarial cross-scale
consistency pursuit; CSRNet: congested scene recognition net-
work; SANet: scale aggregation network; ACCNet: aggregated
context counting network. Best performance is shown in bold

Cascaded-MTL
(Sindagi and Patel, 2017a) contains the least number
of parameters compared with Switching-CNN (Sam
et al., 2017), CP-CNN (Sindagi and Patel, 2017b),
PCC Net (Gao et al., 2019), and the proposed AC-
CNet. We focus on these five methods. ACCNet is
very competitive in terms of these metrics of model
performance. The parameter number of ACCNet is
7.86 MB, and the evaluation results are better than
those of the other four methods. In terms of the
runtime, ACCNet is the lowest.

parameters is shown in Table 5.

6 Ablation studies

In this section, ablation studies are conducted
to verify the effectiveness and robustness of ACCNet.
Data augmentation, additional perspective informa-
tion, effectiveness of the multi-column block, skip
connection, and auxiliary semantic segmentation are
investigated on benchmark datasets.

6.1 Data augmentation

We first compare the performance of our net-
work with and without data augmentation. The
data augmentation procedure is the same as in Li
YH et al. (2018). The input image is cropped into
3 x 3 patches at different locations with 1/4 size of
the original image. After that, all image patches
are doubled by mirroring. As illustrated in Table 6,
ACCNet without data augmentation achieves better
performance. The reason is that the employment of
max-pooling is remarkably reduced and the dilated
convolutional layers are applied as a remedy. The di-
lated convolutional layers can acquire large receptive
fields and keep the input resolution with fewer pa-
rameters and little information loss. We can train
the network using the distribution as close to the
original data distribution as possible.

Table 5 Comparison of computation performance

Method MAE MSE Parameter number (MB) Runtime (ms)
Cascaded-MTL (Sindagi and Patel, 2017a) 101.3 152.4 0.12 3
Switching-CNN (Sam et al., 2017) 90.4 135.0 15.1 153
CP-CNN (Sindagi and Patel, 2017b) 73.6 106.4 68.4 5113
PCC Net (Gao et al., 2019) 73.5 124.0 0.55 89
ACCNet (ours) 64.3 104.1 7.86 23

MTL: multi-task learning; CNN: convolutional neural network; CP-CNN: contextual pyramid CNN; PCC Net: perspective crowd
counting network; ACCNet: aggregated context counting network
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Table 6 Evaluation of data augmentation on bench-
mark datasets

Dataset Data — yAR  MSE
augmentation

ShanghaiTech Part A with 67.4 108.8
w/o 64.3 104.1

UCSD with 1.00 1.33
w/o 1.00 1.27

UCF_CC_50 with 221.6 337.4
w/o 201.6 282.1

with: train ACCNet using a data augmentation procedure; w/o:
train ACCNet without any data augmentation procedure. Best
performance is shown in bold

6.2 Perspective-free counting by ACCNet

Next, we use the perspective normalization
map provided by the UCSD dataset to investigate
whether it can further improve the prediction perfor-
mance. As mentioned in Section 5.2, the perspective
map weighs pixels that originate from the objects
closer to the camera less than those from the objects
further away from the camera. The perspective map
value p(z,y) is the weight at pixel (z,y) with a range
from zero to eight in the UCSD dataset. This can be
used to adjust the ground truth density map. Fol-
lowing Lempitsky and Zisserman (2010), we divide
the 2D Gaussian of each person by the perspective
value to form the ground truth density map.

The performance comparison is shown in Ta-
ble 7. Although the perspective map is helpful

Table 7 Evaluation of the performance when per-
spective information is incorporated using the UCSD
dataset

Method MAE MSE
AMDCN with perspective map 1.72 -
AMDCN w/o perspective map 1.74 —
ACCNet with perspective map 1.12 1.47
ACCNet w/o perspective map 1.00 1.27

AMDCN: aggregated multi-column dilated convolution net-
work; ACCNet: aggregated context counting network. Best
performance is shown in bold
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for AMDCN (Deb and Ventura, 2018) with a
lower MAE, the prediction performance slightly de-
clines when the perspective map is incorporated in
ACCNet. Although without a perspective map,
our method can achieve higher performance than
AMDCN (Deb and Ventura, 2018) with a perspective
map. We conjecture that ACCNet achieves accurate
perspective-free counting using abundant context in-
formation in the image.

6.3 Effectiveness of multi-column block and
skip connection

We also verify the effectiveness of the multi-
column block in our network. As mentioned in Sec-
tion 3.2, the key to our proposed multi-column block
is the setting of the stride and the mode of the multi-
column. The appropriate stride enables to capture
more receptive fields, and the mode of the multi-
column enables to capture more context information.

To better verify the effectiveness of the multi-
column block, we use three settings of networks on
benchmark datasets as follows: (a) remove the multi-
column block from the network; (b) adopt the multi-
column block with stride = 1 to verify the setting of
the stride; (¢) adopt a convolution layer with stride =
1 instead of the mode of the multi-column.

We provide comparison analysis on ACCNet
and MCNN in terms of the multi-column block. The
two settings of the multi-column block are as follows:
(d) a new multi-column block with stride = 2 and
different kernel sizes (3, 5, 7, and 9); (e) a new multi-
column block with stride = 1 and different kernel
sizes (3,5, 7, and 9).

In addition, we verify the effectiveness of skip
connection in our network as follows: (f) remove the
skip connection from the network.

The results are reported in Tables 8 and 9. Note
that ACCNet achieves the best performance in most
cases.

Table 8 Evaluation of the effectiveness of the multi-column block on benchmark datasets

MAE MSE
Dataset
(a) (b) (c) (d) (e) ACCNet (a) (b) (c) (d) (e)  ACCNet
ShanghaiTech Part A 80.1 74.9 82.6 72.2 79.5 64.3 1324 117.1 1275 1159 131.0 104.1
ShanghaiTech Part B 21.4 13.2 20.1 14.6 18.7 8.7 370 12.5 356 23.1 34.0 13.6
UCSD 10.1 6.8 8.1 6.0 9.0 1.0 9.0 7.0 8.3 7.2 11.2 1.3
UCF_CC_50 265.2 270.1 300.1 289.2 320.1 201.6 400.7 397.6 370.6 403.4 398.8 282.1

(a)—(e) denote the various methods described in Section 6.3; ACCNet: aggregated context counting network. Best performance

is shown in bold
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Table 9 Evaluation of the effectiveness of skip con-
nection on benchmark datasets

MAE MSE
Dataset
(f) ACCNet (f) ACCNet
ShanghaiTech Part A  86.4 64.3 137.0 104.1
ShanghaiTech Part B 19.8 8.7 38.1 13.6
UCSD 10.33 1.00 12.07 1.27
UCF_CC_50 281.2 201.6 397.6 282.1

(f) denotes the method described in Section 6.3; ACCNet:
aggregated context counting network. Best performance is
shown in bold

6.4 Benefits of semantic segmentation

Finally, we verify the benefits of the semantic
segmentation task in our network. We compare the
performance with a single density map estimation
network. For fair comparison, we use the same ex-
perimental settings and the same training and test-
ing data. The results are reported in Table 10. The
gap between the two methods is significant for both
MAE and MSE. It demonstrates that the proposed
semantic segmentation task is of great importance
in improving the accuracy and robustness of crowd
counting. To better verify the effect of semantic seg-
mentation and context information, we have replaced
the sigmoid operation by the binarization operation.
Pixel values of output greater than zero are set to
one, and the remaining pixels are set to zero. In
Table 10, the results of ACCNet with binarization
demonstrate the inadequacy of filtering out merely
the background and the effect of semantic segmenta-
tion and context information. To further verify the
effectiveness of our proposed architecture and the
necessity of multi-task mode, we experiment with an
auxiliary segmentation network alone. We train the
pruning network on the UCSD dataset and compute
the density map estimate generated from the seg-
mentation network. The results (Table 11) show the
superior performance of ACCNet.

Yu and Pu / Front Inform Technol Electron Eng 2020 21(11):1626-1638

Table 11 Evaluation of the performance of auxiliary
segmentation network alone on the UCSD dataset

Method MAE MSE
With auxiliary network alone 5.79 6.30
ACCNet 1.00 1.27

Best performance is shown in bold

7 Conclusions

In this study, we have proposed a multi-task
network combining density map estimation with se-
mantic segmentation to provide a mutual promotion
of crowd counting and semantic segmentation. To
tackle perspective distortion and background inter-
ference, the specially designed multi-column block,
the skip connection, and the foreground-background
segmentation task are incorporated. The density
map estimation task with the multi-column block
and skip connection is to extract spatial information
The global average-
pooling and dilated convolutional layers are adopted
to provide a comprehensive view of the foreground
and background information. Although our method
has fewer network parameters, it has superior perfor-

and multi-scale information.

mance on three benchmark crowd counting datasets.
The ablation studies also verify the effectiveness and
robustness of the proposed network.
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