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Abstract: Convolutional neural networks (CNNs) have been developed quickly in many real-world fields. However,
CNN’s performance depends heavily on its hyperparameters, while finding suitable hyperparameters for CNNs
working in application fields is challenging for three reasons: (1) the problem of mixed-variable encoding for different
types of hyperparameters in CNNs, (2) expensive computational costs in evaluating candidate hyperparameter
configuration, and (3) the problem of ensuring convergence rates and model performance during hyperparameter
search. To overcome these problems and challenges, a hybrid-model optimization algorithm is proposed in this
paper to search suitable hyperparameter configurations automatically based on the Gaussian process and particle
swarm optimization (GPPSO) algorithm. First, a new encoding method is designed to efficiently deal with the
CNN hyperparameter mixed-variable problem. Second, a hybrid-surrogate-assisted model is proposed to reduce the
high cost of evaluating candidate hyperparameter configurations. Third, a novel activation function is suggested to
improve the model performance and ensure the convergence rate. Intensive experiments are performed on image-
classification benchmark datasets to demonstrate the superior performance of GPPSO over state-of-the-art methods.
Moreover, a case study on metal fracture diagnosis is carried out to evaluate the GPPSO algorithm performance
in practical applications. Experimental results demonstrate the effectiveness and efficiency of GPPSO, achieving
accuracy of 95.26% and 76.36% only through 0.04 and 1.70 GPU days on the CIFAR-10 and CIFAR-100 datasets,
respectively.

Key words: Convolutional neural network; Gaussian process; Hybrid model; Hyperparameter optimization;
Mixed-variable; Particle swarm optimization
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1 Introduction

In recent years, as one of the most useful
deep learning models, convolutional neural networks
(CNNs) have achieved state-of-the-art results in var-
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ious artificial intelligence (AI) applications (Jiang
and Luo, 2022; Tulbure et al., 2022). Through convo-
lution operations, meaningful features are extracted
from input data, which have greatly improved model
performance (Sun et al., 2019). Such learning and
expression abilities result in great success in vari-
ous real-world applications, such as face detection
(Li X et al., 2022) and autonomous driving (Grig-
orescu et al., 2020). Although CNNs have achieved
great success, the design of CNN architecture is still
extremely complicated, and obtaining efficient CNN
models for solving specific tasks is still a challenge
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(Fernandes and Yen, 2021; Guo et al., 2022). Fur-
thermore, most efficient CNN models are designed
and optimized by experienced AI algorithm engi-
neers through tedious trial-and-error experiments,
which does not help technicians in other industries
who want to use AI technology.

Therefore, many researchers have started to
consider designing CNN models in a more intelligent,
automatic, and efficient way (Li JY et al., 2022). For
example, to realize automation in the model design
process, researchers regarded the process as an op-
timization problem, and found the optimal solution
using intelligent algorithms (Zhan et al., 2022a). In-
telligent optimization algorithms (OAs) are regarded
as a class of methods of deriving optimal solutions
that have been extensively researched, such as us-
ing Bayesian optimization (BO) (Snoek et al., 2012),
particle swarm optimization (PSO) (Poli et al., 2007;
Li JY et al., 2021), and other evolutionary computa-
tion (EC) approaches (Li JY et al., 2020; Zhan et al.,
2022b; Wu SH et al., 2023). As an application of
the Gaussian process (GP) in optimization problems,
BO has been proposed to optimize search hyper-
parameters in machine learning algorithms. Snoek
et al. (2012) selected expected improvement (EI) as
the acquisition function to optimize three typical ma-
chine learning problems, which reduced training cost
and improved training speed. Jin et al. (2019) used
BO to guide the generation of network morphism
for automatic construction of CNN models, and a
new GP kernel function was designed according to
the characteristics of network morphism exploration
space. Li JY et al. (2023) proposed a surrogate-
assisted hybrid model to optimize CNN’s hyperpa-
rameters, where GP was used as a surrogate model to
estimate the fitness function to save computational
cost. Li JY et al. (2022) and Zhan et al. (2022a)
used BO to search different combinations of hyper-
parameters to construct different architectures. The
unique properties of BO can reduce the number of
trained neural networks, resulting in a more efficient
search process. As a branch of EC, PSO is efficient
to find optimal solutions to high-complexity prob-
lems due to its wide exploration area and fast con-
vergence (Li JY et al., 2022). For instance, Wang
B et al. (2018) proposed a variable-length encod-
ing method for CNNs and searched hyperparameters
through PSO to optimize CNNs, whereas Fielding
et al. (2019) used a PSO algorithm and ensemble

learning to automatically design CNNs. Wu T et al.
(2019) treated model pruning as a multi-objective
problem and solved it by PSO to balance the accu-
racy and complexity, which can reduce weights by
80% without losing significant accuracy. Wang B
et al. (2020) proposed an efficient PSO (EPSOCNN)
method inspired by transfer learning to acceler-
ate search process, which reduced the search space
and demonstrated the transferability of the evolved
block. Wang YQ et al. (2022) designed a novel and
light-weight scale-adaptive fitness evaluation-based
PSO method for reducing search time and provid-
ing search performance. In addition, some other
EC algorithms can achieve better results in coop-
eration with model optimization (Alvarez-Rodriguez
et al., 2021; Chen et al., 2022). Real et al. (2017)
proposed a large-scale neuro-evolutionary method to
discover the best CNN model, and achieved 94.6%
and 77.0% accuracy on CIFAR-10 and CIFAR-100,
respectively. Sun et al. (2020a) used a novel ge-
netic algorithm (GA) called CNN-GA to search CNN
architecture automatically. These algorithms have
achieved promising results in CNN hyperparameter
optimization tasks.

However, there are still some challenges for CNN
hyperparameter optimization tasks due to follow-
ing problems: mixed-value hyperparameter encod-
ing, high computational cost, low convergence rate,
and limited model performance. First, the CNN
hyperparameter types are different (continuous or
discrete) (Darwish et al., 2020), and such mixed-
variable characteristics are proved difficult in effi-
cient search space encoding. Second, for traditional
OAs (BO and PSO), CNNs are evaluated by the fit-
ness function through assessment criteria based on
training, which increases the cost of fitness evalua-
tion (FE) and damages the efficiency of OAs. Third,
considering the large number of CNN hyperparame-
ters, it is still necessary to research how to accelerate
the convergence for FE and ensure model perfor-
mance after search.

Therefore, in this paper we focus on these chal-
lenging tasks in the CNN hyperparameter optimiza-
tion problem and propose a novel Gaussian process
and particle swarm optimization (GPPSO) method
based on GP and PSO, to solve these difficulties. The
major challenges and contributions are summarized
in Fig. 1.

1. A novel encoding strategy is proposed to



Yan et al. / Front Inform Technol Electron Eng 2023 24(11):1557-1573 1559

CNN
hyperparameter

optimization

Mixed-variable
encoding

Expensive cost 
for evaluation

Ensuring 
convergence

rates and model
performance

Mixed encoding 
scheme

Hybrid-surrogate- 
assisted model

A novel activation 
function

Hybrid-model optimization 
algorithm based on Gaussian 
process and particle swarm 

optimization (GPPSO) 

Problem Method

Fig. 1 Major challenges and contributions of GPPSO

efficiently deal with the mixed-variable difficulty of
CNN hyperparameters. A unified encoding strat-
egy is designed to encode discrete and continuous
variables in the same form, making the optimization
process more efficient.

2. A hybrid-surrogate-assisted (HSA) model is
proposed to deal with the expensive computational
cost problem in the search process. During the search
process, the GP model serves as a surrogate for the
fitness function, while the PSO algorithm generates
new individuals. To achieve a better balance be-
tween efficiency and performance, a multi-level eval-
uation mechanism is proposed to reduce computa-
tional cost.

3. A novel activation function (AF, Ta-ReLU) is
proposed to accelerate the convergence in the process
of population evolution and to improve the perfor-
mance of the model after training. The improved AF
has a tiny gradient in the region (<0), which not only
enhances the model’s performance, but also ensures
efficient training.

2 Background and related works

The concepts of CNN, Gaussian process regres-
sion (GPR), and PSO as the basic algorithms of
GPPSO are introduced in Sections 2.1, 2.2, and 2.3,
respectively, which are helpful to know the details of
the proposed GPPSO.

2.1 Convolutional neural network (CNN)

CNN is a type of deep feedforward neural net-
work that has the advantages of local links and
weight sharing (Alzubaidi et al., 2021). With the
development of CNNs, the network structures have
gradually become deeper, and VGGNet and ResNet

have emerged as two state-of-the-art CNN structures
in recent years.

VGGNet (Simonyan and Zisserman, 2014) is a
frequently employed CNN for extracting features.
Fig. 2 illustrates a 16-layer version of VGGNet, con-
sisting of 13 Conv layers and three fully connected
(FC) layers. Because smaller 3×3 Conv kernels are
used to simulate 5×5 Conv kernels, VGGNet can
obtain larger receptive fields with fewer parameters,
resulting in effective and efficient feature extraction.
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Fig. 2 VGG16 model structure

ResNet (He et al., 2016) is another commonly
used residual structure CNN for feature extraction.
ResNet used cross-layer connections to fit residual
items, which extends the depth of CNNs. The
residual block is shown in Fig. 3a, which outputs
y = F (x) + x after the input passes through the
module. The overall structure of ResNet is shown in
Fig. 3b.

Based on their effective characteristics,
VGGNet and ResNet are chosen as basic models for
the proposed algorithm.
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2.2 Gaussian process regression (GPR)

Gaussian process regression (GPR) is an effi-
cient modeling algorithm based on statistical learn-
ing theory. In contrast to parameterized models in
machine learning (e.g., Bayesian linear regression),
GP is a nonparameterized model that can fit a black
box function and give confidence in the fitting re-
sults. In GPR, it is assumed that an unknown func-
tion f (x) is smooth and follows a GP. When N

points X = [x1,x2, · · · ,xN ] are sampled from f (x),
the resulting dataset follows a multivariate normal
distribution as shown in Eq. (1):

[f(x1),f(x2),· · · ,f(xN)]
T∼N (µ(X),K(X,X)) ,

(1)
where µ (X) is the mean vector, K (X,X) =

[k (xi,xj)]N×N is the covariance matrix, and
k(xi,xj) is a kernel function for measuring the simi-
larity between two samples. Eq. (2) is the commonly
used squared exponential kernel function in GP:

k (xi,xj) = exp

(−‖xi − xj‖
2l2

)
, (2)

where l is the hyperparameter used to control the
sensitivity of the kernel function.

In this study, the performance value of the deep
learning model with different hyperparameters is as-
sumed as a group of noisy observations of function
f(x) : {(xn, yn)}Nn=1, where yn ∼ N (

f (xn) , σ
2
)

is
the normally distributed observation of f (xn), and
σ is the noise variance. For the sample point x∗

to be predicted, the corresponding observed value
is y∗. Vector y =

[
y1, y2, · · · , yN ]T is the existing

observed value. According to the properties of GP,
[y, y∗] satisfies Eq. (3):[

y

y∗

]
∼N

([
µ (X)

µ (x∗)

]
,

[
K (X,X) + σ2I, (K

(
x∗,X))T

K (x∗,X) ,K (x∗,x∗)

])
,

(3)

where K (x∗,X) = [k (x∗,x1) , k (x
∗,x2) , · · · ,

k (x∗,xn)]. According to the above joint distribu-
tion, the posterior distribution of y∗, mean µ̂, and
variance value σ̂2 are calculated as follows:

p (y∗ | X,y) = N (
µ̂, σ̂2

)
, (4)

µ̂ =K(x∗,X)(K(X,X) + σ2I)−1

· (y − µ(X)) + µ(x∗),
(5)

σ̂2 =k(x∗,x∗)−K(x∗,X)

· (K(X,X) + σ2I)−1(K(x∗,X))
T
.

(6)

Based on the above properties, GPR is employed
as a surrogate-assisted model to predict the perfor-
mance of the model in this study.

2.3 Particle swarm optimization (PSO)

PSO is a type of EC approach based on arti-
ficial life and evolutionary computing theory. The
main procedures of PSO are as follows: first, PSO
initializes a population of individuals with position
X0

i and speed V 0
i , where each individual corresponds

to a random candidate solution to the object func-
tion. Then, based on the fitness value, individual
extremum pbest and global extremum gbest are up-
dated using Eqs. (7) and (8):

vk+1
id =wvkid + c1r1(pbest

k
id − xk

id)

+ c2r2(gbest
k
d − xk

id),
(7)

xk+1
id = xk

id + vk+1
id , (8)

where vid and xid refer to the dth velocity compo-
nent and position component of the ith particle of
the kth generation respectively, and c1 and c2 are
learning rates, which control the amplitude of evo-
lution to the individual best particle and the global
best particle respectively. The above procedures will
be repeated until the expected error value is reached
or the maximum number of iterations is reached.
Finally, the PSO outputs the best position of the
particle, which corresponds to the optimal solution
to the problem. Due to its ease of implementation
and minimal tunable parameters, PSO can be a good
choice for solving complex optimization problems in
CNNs, and is also a basic algorithm of GPPSO.

3 Proposed algorithm

In this section, the framework of the GPPSO
and its main components are discussed in detail.



Yan et al. / Front Inform Technol Electron Eng 2023 24(11):1557-1573 1561

First, we present the mixed-variable encoding strat-
egy, which is used to encode different types of CNN
hyperparameters in the same form. Subsequently, we
explain the HSA model used to search CNN hyper-
parameters, which deals with the expensive compu-
tational cost problem. We also detail the novel AF,
which ensures convergence rate and model perfor-
mance. Finally, we present the complete algorithm
for better understanding of the proposed GPPSO.

3.1 Mixed-variable encoding strategy

In GPPSO, each sampled individual represents
a group of CNN hyperparameters, where each di-
mension of the individual corresponds to a CNN hy-
perparameter. Because the CNN hyperparameters
have distinct meanings, each individual has its own
specific types and constraints. For example, some
hyperparameters should be set as integers with a
large range, such as the number of Conv kernels,
whereas some hyperparameters should be discrete,
such as the size of Conv kernels. Most traditional
optimization methods are aimed at a single type of
variable, which is difficult when optimizing mixed-
variable types. Therefore, it is important to design
a mixed-variable encoding scheme for handling the
mixed-variable problem.

Table 1 provides the CNN hyperparameter set-
tings to be optimized in this study. In particular,
the variables with many available choices or a large
search range are encoded as continuous variables,
whereas the variables with several fixed selections are
encoded as discrete variables. Although the variables
of Conv kernels and FC layer neurons are required to
be integers, regarding them as continuous variables
can be more flexible and efficient in the optimiza-
tion process. The reason for processing integers as
continuous variables is that the search space for the
numbers of kernels and neurons is large and does

not have a prior known upper bound (e.g., [1,+∞)),
which is inefficient and complex to encode them as
finite integers. As for the discrete variables with
only a few choices, we encode these discrete vari-
ables in a continuous way. The advantages of encod-
ing discrete variables in this way are as follows: first,
the size of Conv kernels, the types of AFs, and the
types of pooling layers have only three or four avail-
able results. These results correspond to a small
search space (e.g., {0, 1, 2, 3}), which is feasible for
continuous encoding. Second, encoding continuous
variables and discrete variables in the same way is
convenient and efficient, which is conductive to the
GPPSO algorithm.

Based on the above analysis, the mixed-variable
encoding strategy is given as follows: in detail, X

of every particle is a vector with dimension D; each
dimension represents a CNN hyperparameter. As a
result, each vector X represents an architecture of
the candidate CNN structure. Because each dimen-
sion has a different meaning and the range of values
in each dimension is different, the following strategy
is designed for encoding: first, for the integer vari-
able in continuous variables, the encoding strategy
is shown in Eq. (9):

Nk = �Xnk� , Xnk ∈ [1,+∞) , (9)

where Nk denotes the number of kernels in the Conv
layer, Xnk denotes the search result of the number of
kernels by the optimization method, and �·� denotes
taking the largest integer that is no larger than the
search result. Using this method, we translate the
continuous variable in [1, +∞) to an integer variable.
Because the initial learning rate and dropout rate
are consecutive floating-point values in the search
space, the GPPSO’s result can be used as the final
result during search. For discrete variables, each
of their available values corresponds to an integer

Table 1 Settings of mixed-variable encoding for CNN hyperparameters

Type Name Available choice Search space Initialization space

Continuous
variable

Number of kernels in Conv layers {1, 2, · · · ,+∞} [1,+∞) [8, 128]

Number of neurons in FC layers {1, 2, · · · ,+∞} [1,+∞) [64, 512]

Value of the initial learning rate (0, 1) (0, 1)

Value of the dropout rate [0, 1) [0, 1)

Discrete
variable

Kernel size of Conv layers {3× 3, 5× 5, 7× 7} {0, 1, 2} {0, 1, 2}
Type of activation function {ReLU, Sigmoid, Tanh, Ta-ReLU} {0, 1, 2, 3} {0, 1, 2, 3}
Type of pooling layer {Max pooling, average pooling} {0, 1} {0, 1}

CNN: convolutional neural network; Conv: convolutional; FC: fully connected
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value, and the search range is set according to all
the integer values that can be taken. Taking the
example of discrete variable encoding for AF, the
specific encoding strategy is shown in Eq. (10):

af =

⎧⎪⎪⎨
⎪⎪⎩

ReLU, �Xaf	 ∈ [0, 1),

Sigmoid, �Xaf	 ∈ [1, 2),

Tanh, �Xaf	 ∈ [2, 3),

Ta-ReLU, �Xaf	 ∈ [3, 4),

(10)

where af denotes the final result of AF, Xaf denotes
the GPPSO search result, and �·	 denotes taking the
smallest integer that is no less than the search result.

3.2 HSA model

After encoding the CNN hyperparameters using
a mixed-variable encoding scheme, the GPPSO algo-
rithm starts to search for the optimal hyperparam-
eter combinations by the HSA model. As shown in
Fig. 4, the search process is divided into two parts,
master and slave. In the first part, the candidate
model is evaluated by constructing a GP model at
multiple levels. In the second part, the target model
of the next exploration is generated according to the
previous search results through the PSO algorithm.

Fig. 4 General flowchart of the hybrid surrogate-
assisted model

3.2.1 Multi-level evaluation strategy based on GP

Because of the large size of CNN models and
the large amount of training data, evaluating their
fitness (i.e., classification loss or accuracy) is compu-
tationally expensive. Furthermore, even if there are
enough computational resources and time to train
the model until the accuracy converges, the opti-
mal model obtained cannot guarantee, still having

the best performance on the test set due to the dif-
ference between the validation data and test data.
Therefore, unlike traditional OA, which obtains con-
vergence accuracy through a lot of training as a fit-
ness value, GPPSO is more efficient in evaluating
and comparing different CNN candidate structures
using a multi-level evaluation strategy.

GPPSO improves the computational expensive
problem from two perspectives. First, GPPSO trains
candidate models with few epochs during the search
process to distinguish performance of different indi-
viduals. Second, a multi-level evaluation strategy
based on GP is designed for the computational ex-
pensive problem in the search process. Each candi-
date is preliminarily computed by the GP model, and
then some individuals with better evaluation results
are trained to construct a new GP model. In addi-
tion, to improve the robustness of the algorithm, it
is necessary to ensure that at least one individual of
the group is evaluated by training. The pseudocode
of the multi-level evaluation strategy based on the
GP is given in Algorithm 1.

3.2.2 Individual generation strategy based on PSO

During the search process of GPPSO, it is nec-
essary to evaluate individuals many times by the
multi-level evaluation strategy and cause individuals
to evolve to obtain the best outcome. Every time the
multi-level evaluation strategy in Algorithm 1 is ex-
ecuted, an individual generation strategy is required
to produce new candidates for the next subsequent
generation. Traditional OA based on GP, such as
the BO algorithm, defines an acquisition function to
evaluate whether a sample can provide benefits for
the GP model, and then determines whether it is a
new individual to be explored. However, traditional
acquisition functions generate new individuals based
on existing individuals, which results in an incom-
plete search process, insufficient adaptability, and a
limited exploration area.

Because the exploration performance of the
above acquisition function may be not enough to
generate new individuals accurately, an individual
generation strategy based on PSO is proposed to in-
crease performance in generating candidate individ-
uals. The method is inspired by the PSO algorithm,
candidate structures are treated as a group of par-
ticles, their initial value is treated as the position,
and their velocity is calculated according to the GP
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Algorithm 1 Multi-level evaluation strategy
Input: Dataset of training CNNs, Dtrain;

dataset of evaluating CNNs, Deval;
architecture constructed by individuals, Parch;
fitness of individuals in the architecture, fitarch;
set of individuals to be evaluated, P ;
number of initial individuals, NI;
number of all individuals, NA;
number of training epochs, T

Output: Set of individuals evaluated, Peval;
the fitness set of individuals evaluated, fiteval

1: begin
/* construct the initial GP model */

2: Initialize NI individuals;
3: Obtain Parch and fitarch of the initial individuals by

training;
4: GPI ← build an initial GP model with Parch and

fitarch;
/* first level evaluation by the GP model */

5: gfitness← fitness of P predicted by GPI;
6: afitness← the average fitness of fitarch;
7: Peval ← empty set;
8: fiteval ← empty set;
9: ri← a random integer in {1, 2, · · · , NA};

/* second level evaluation by training */
10: for each individual Pi in P do
11: if gfitness > afitness or ri == i then
12: Net← build a candidate architecture according

to the hyperparameters in Pi;
13: Net← train Net with T epochs on Dtrain;
14: accuracy ← validate Net on Deval;
15: fiteval ← fiteval ∪ {accuracy};
16: Peval ← Peval ∪ Pi;
17: GPI ← evolve GPI through fiteval and Peval;
18: end if
19: end for
20: end

model. After iterating through the PSO, the opti-
mal offspring obtained is the new individual to be
evaluated in Algorithm 1. The specific pseudocode
is shown in Algorithm 2.

3.3 An improved AF

AFs play an essential role in the CNN learn-
ing process by fitting complex functions. AFs can
introduce nonlinearity into CNNs, and provide the
entire model with the ability to solve complex prob-
lems. During the early development stage of neural
networks, traditional AFs are mainly S-type satura-
tion functions, such as Sigmoid and Tanh (Fig. 5),
which tend to cause vanishing gradients, resulting

Algorithm 2 Individual generation strategy
Input: The initial Gaussian process model, GPI;

number of particles, N ;
fitness of individual i, fiti;
dimension of particles, d;
number of generations, n;
number of iterations, T

Output: The generated individual to be evaluated,
Pnew

1: begin:
/* initialize a group of particles with d dimensions
corresponding to hyperparameters in CNNs */

2: Initialize a set of N particles as P ;
3: for each particle Pi in P do
4: for each dimension d of Pi do
5: Randomly initialize the particle position xid

within the given range;
6: Randomly initialize the particle velocity vid

within the given range;
7: end for
8: end for

/* search individuals for multi-level evaluation by
PSO */

9: for k = 1 to T do
10: for each individual Pi in P do
11: fiti←calculated fitness by GPI in Algorithm 1;
12: if the fitness value is larger than pbestid in

history then
13: pbestid ← fiti;
14: end if
15: gbestd ← the particle with the best fitness

value;
16: Calculate velocity vid through Eq. (7);
17: Calculate position xid through Eq. (8);
18: end for
19: end for
20: Pnew ← xid of the last n generations;
21: end

in training difficulties. Moreover, the derivative of
these functions is complicated, and will cause com-
putational expensive problems during the process of
gradient back propagation in training. With the de-
velopment of deep learning, Krizhevsky et al. (2017)
proposed rectified linear units (ReLUs) (Fig. 5) to
solve the problem of vanishing gradients and speed
up network training. However, the ReLU function
has some limitations. Because x value of the neg-
ative half-axis and its gradient value are both zero,
neurons can lose the ability to transmit information
during the training process.

In the automatic search for CNN



1564 Yan et al. / Front Inform Technol Electron Eng 2023 24(11):1557-1573

hyperparameters, fast convergence, low compu-
tational cost, and high accuracy should be achieved
in the network evaluation process. Traditional
AFs are often unable to meet these requirements
simultaneously. Therefore, a new AF has been
designed as follows:

Ta-ReLU =

{
x, x < 0,

α exp(x)−exp(−x)
exp(x)+exp(−x) , x ≥ 0.

(11)

Ta-ReLU is a nonlinear and differentiable func-
tion with a sensitivity factor α that controls the
function’s negative semi-axis activity to the inputs.
When α = 0, Ta-ReLU reduces to ReLU. The func-
tion is discontinuous at x = 0 and is sensitive to
inputs on the positive semi-axes and to the inputs
close to 0 on the negative semi-axes. When the input
changes, the output also changes significantly. How-
ever, Ta-ReLU is insensitive to other inputs; that is,
the output does not change in correspondence with
the input or produces only a small change. Given
these properties, Ta-ReLU meets the required condi-
tions of an AF. A comparison between Ta-ReLU and
traditional AFs is shown in Fig. 5.
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Tanh
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Fig. 5 Comparison of different activation functions

Fig. 5 shows that Ta-ReLU has several advan-
tages compared to traditional AFs. First, it requires
less computation and has a simpler derivative, mak-
ing it more efficient and easier to implement. Addi-
tionally, Ta-ReLU has a larger gradient than ReLU
at the x-negative half-axis near zero, ensuring that
negative output values are not ignored in the net-
work. This leads to higher search speeds during
training and results in better performance in the
trained model. These advantages will be further ver-
ified in Section 4.

3.4 Complete algorithm

The complete pseudocode of GPPSO is shown
in Algorithm 3 and is detailed as follows:

Step 1: GPPSO initializes a set of individ-
uals through a mixed-variable encoding scheme
(Section 3.1) and evaluates these initial points (IPs)
using training to determine their accuracy. Then,
according to the accuracy, the best individuals and
their fitness values will be evaluated and stored.

Step 2: for the first loop, setting
search_iteration to zero. According to the
evaluated points in step 1, the initial GP model
is constructed. It should be noted that the GP
model is dynamically updated during the cycle, and

Algorithm 3 Complete algorithm
Input: Input dataset, DI;

number of initial individuals, NI;
number of sampling individuals, NS;
the initial Gaussian process model, GPI;
the initialized continuous variables, cx;
the initialized discrete variables, dx;
number of iterations, T

Output: The architecture searched by GPPSO, Net

1: begin:
2: Dtrain, Dvalid ← split DI by 5 : 1;
3: cx, dx←perform mixed-variable encoding strategy;
4: P ← combine cx and dx;
5: fitness← ∅;
6: for each particle Pi in P do
7: Net← build a CNN according to Pi;
8: Net← train Net with S epochs on Dtrain;
9: accuracy ← test Net on Dvalid;

10: fitness← fitness ∪ {accuracy};
11: end for
12: Pbest,fitbest ← the best individual and fitness,

respectively;
13: Parch ← P , fitarch ← fitness;
14: search_iteration ← 0;
15: while search_iteration < T do
16: GPI ← construct the initial GP according to NI;
17: P ← sample NS new individuals as candidate

points through Algorithm 2;
18: Peval,fiteval ← perform Algorithm 1 on P ;
19: Parch ← Parch ∪ Peval, fitarch ← fitarch ∪ fiteval;
20: Pbest,fitbest ← the best individual and its fitness,

respectively;
21: search_iteration ← search_iteration + 1;
22: end while
23: Net← train the best CNN on DI;
24: end
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the GP model will evolve each time based on the
evaluation results of candidate points unless the
iterations are reached. In the process of candidate
point evaluations, a multi-level evaluation strategy
(Algorithm 1) is adopted to solve the computational
expensive problem and improve the search efficiency.

Step 3: during the cycle, new candidate
points need to be generated for evaluation through
an individual generation strategy based on PSO
(Algorithm 2). First, the boundaries, numbers, and
dimensions of particles are set to generate particles
through a star topology, and then the fitness of the
particles is evaluated using the GP model. After sev-
eral evolutionary iterations, the optimal particles are
obtained for multiple evaluations.

Step 4: if the stop iterations are not met, the
algorithm goes back to step 2 and the procedure is re-
peated; otherwise, the CNN constructed by the cor-
responding optimal hyperparameters is trained on
the entire dataset for the best performance and out-
puts the CNN model as the final output. It should
be noted that the Ta-ReLU designed in Section 3.3
is used as the AF of the Conv layer in the GPPSO
algorithm. This choice aims to accelerate the con-
vergence and ensure the model performance.

4 Experimental results

To verify the effectiveness and efficiency of the
proposed GPPSO, a series of experiments were de-
signed and conducted. First, the relevant settings
of the experiments are introduced in Sections 4.1–
4.3, including the datasets and evaluation metrics,
the compared state-of-the-art methods, and the pa-
rameter settings of the proposed algorithm. Next,
the proposed GPPSO is compared with advanced al-
gorithms on the CIFAR datasets to investigate its
theoretical effectiveness. Finally, a metal fracture
(MF) diagnosis case in a real-world industrial sce-
nario is presented to prove the feasibility of GPPSO
in practical industrial applications.

4.1 Datasets and metrics

To evaluate the performance of the proposed
GPPSO, three datasets were used for experimen-
tation in this subsection: CIFAR-10, CIFAR-100,
and the MF dataset. Two different CIFAR datasets
(Fig. 6) were used to verify the theoretical effec-
tiveness of the proposed algorithm, because they

provided varying difficulties for image classification
tasks. Both CIFAR datasets contained 50 000 train-
ing images and 10 000 test images, where each im-
age has 32×32 pixels and three channels. The MF
dataset was used in the experiments to demonstrate
the effectiveness of GPPSO in practical applications.
The MF dataset consisted of 1500 scanning electron
microscopy images of three MF categories, with the
resolution of 512×512. The initial dataset was ex-
panded from 1500 to 7500 by random angle rotation,
proportional scaling, horizontal and vertical flipping,
and a training-to-test set ratio of 4:1. Fig. 7 shows
the examples of the MF dataset.

Airplane

Cat

Ship

Dog

Fig. 6 Examples of the CIFAR datasets

   (a)                           (b)                           (c)

Fig. 7 Examples of the metal fracture dataset: (a)
cleavage fracture; (b) intergranular fracture; (c) dim-
ple fracture

During the experiments, three aspects were con-
sidered to compare the algorithm’s strength: model
performance, model size, and model training time.
In terms of these aspects, three popular metrics
were adopted: the classification accuracy on the test
dataset, the number of parameters in the model, and
the time consumed. It should be noted that the
time required for training is different for each com-
puter due to the different hardware configurations
even with the same graphics processing unit (GPU).
Therefore, GPU days were used only as a reference
index of other methods; the training time in our
experimental environment was used as a horizontal
comparison index.
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4.2 Compared methods

To demonstrate the effectiveness of the pro-
posed GPPSO, a series of state-of-the-art algorithms
were used for comparison based on the evaluation
metrics in Section 4.1. The compared algorithms
can be divided into three categories: manually de-
signed CNNs, non-OA-based methods, and OA-
based methods.

Specifically, the manually designed CNNs in-
clude the famous architectures maxout (Goodfellow
et al., 2013), network in network (Lin et al., 2013),
ALL-CNN (Springenberg et al., 2014), VGGNet (Si-
monyan and Zisserman, 2014), highway network (Sri-
vastava et al., 2015), FractalNet (Larsson et al.,
2016), ResNet (He et al., 2016), and DenseNet
(Huang et al., 2017), which have shown state-of-
the-art results in image classification tasks. For the
non-OA-based methods, some representative algo-
rithms are adopted, such as BO (Snoek et al., 2012),
Auto-Keras (AK) (Jin et al., 2019), NAS (Zoph and
Le, 2017), MetaQNN (Baker et al., 2017), EAS (Cai
et al., 2018), and Block-QNN-S (Zhong et al., 2018).
As for the OA-based algorithms, PSO, hierarchi-
cal evolution (Liu et al., 2017), large-scale evolution
(Real et al., 2017), genetic CNN (Xie and Yuille,
2017), CGP-CNN (Suganuma et al., 2017), CNN-
GA (Sun et al., 2020a), AE-CNN (Sun et al., 2020b),
AE-CNN+E2EPP (Sun et al., 2020c), and SHEDA-
CNN (Li JY et al., 2023) are selected to compare
with GPPSO. Because of the better performance of
OA-based methods in automatic search algorithms,
these methods are ideal for comparison with GPPSO.
Due to the expensive computational cost and dif-
ferent experiment environments, some final results
of the literature were cited directly for comparison,
which is also a convention in the deep learning study.
In addition, to ensure the effectiveness of the com-
parisons, the classical algorithms in each category,
such as ResNet50, BO algorithm, and PSO algo-
rithm, were implemented in the experimental con-
figuration of this study to make a direct comparison
with various indicators of GPPSO.

4.3 Algorithm settings

A 20-depth version of ResNet was used as the
basic model of GPPSO in the experiments on the
CIFAR datasets. There were 19 Conv layers and one
pooling layer in ResNet20 for feature extraction, and

one FC layer and a final softmax layer for image clas-
sification. According to the ResNet20 structure and
mixed-variable encoding strategy (Section 3.1), the
model was encoded using 22-dimensional continuous
variables and 32-dimensional discrete variables. The
specific setting is shown in Table 1.

The GPPSO parameters were set as follows:
first, considering the balance between the compu-
tational cost and model performance, the number of
IPs selected to build the GP model was 20. Second,
the minimum number of iterations was set to 30, af-
ter that the search will finish when a better CNN can-
not be found in three generations. In addition, the
candidate model obtained through the search pro-
cess will be trained for two epochs as a preliminary
evaluation of performance. As for the individual gen-
eration category, the parameters were configured ac-
cording to the default values in PySwarms (Miranda,
2018): c1 = 0.5, c2 = 0.3, and w = 0.9. Finally, for
the CNN training category, the optimizer was set
as Adam, and the initial learning rate was set to
1× 10−3.

In addition, data augmentation was applied be-
fore training using the conventional method through
Keras. The experiments were conducted and evalu-
ated using the Python programming language with
the TensorFlow (Abadi et al., 2016) deep learning li-
brary on a 2.30 GHz Intel Core i7-12700H CPU and
16 GB memory NVIDIA RTX 3080Ti graphics card.

4.4 Comparisons with state-of-the-art
methods

The effectiveness of the GPPSO algorithm
was evaluated using two comparisons, as shown in
Tables 2 and 3. The first part represents the com-
parison between GPPSO and state-of-the-art algo-
rithms. Then in the second part, a comparison be-
tween GPPSO and the basic algorithms (BO and
PSO) is presented.

As shown in Table 2, the GPPSO required 0.04
GPU days to achieve 95.26% classification accu-
racy with 5.26 × 106 parameters on the CIFAR-10
dataset and to achieve 76.36% classification accu-
racy with 4.44 × 106 parameters on the CIFAR-
100 dataset. Compared with state-of-the-art al-
gorithms, GPPSO shows the great performance in
both classification accuracy and search time. First,
when compared with the manually designed mod-
els, GPPSO achieves at least 0.53% and at most



Yan et al. / Front Inform Technol Electron Eng 2023 24(11):1557-1573 1567

Table 2 Comparisons with the manually designed CNNs, non-OA-based methods, and OA-based methods on
CIFAR-10 and CIFAR-100 datasets

Method
Peer Accuracy (%) Number of parameters Search time

competitor CIFAR-10 CIFAR-100 (×106) (GPU days)

Manually designed
CNN

VGGNet 93.34 71.95 20.04
ResNet 93.57 78.84 1.7
DenseNet 94.76 75.58 0.8
Maxout 90.70 61.40
Network in network 91.19 64.32
Highway network 92.40 67.66
ALL-CNN 92.75 66.29 1.3
FractalNet 94.76 77.51 22.9

Non-OA-based
method

BO 92.91 66.47 4.70 0.02
AK 88.56 1.7
NAS 93.99 0.8 22 400
MetaQNN 93.08 72.86 100
EAS 95.77 23.4 10
Block-QNN-S 95.62 79.35 6.1 90

OA-based method

PSO 84.17 54.25 4.65/4.70 0.05/0.19
Large-scale evolution 94.60 77.00 5.4/40.4 2750
Hierarchical evolution 96.37 300
CGP-CNN 94.02 1.68 27
CNN-GA 96.78 79.47 2.9/4.1 35/40
AE-CNN 95.70 79.15 27/36
AE-CNN+E2EPP 94.70 77.98 8.5
SHEDA-CNN 96.36 78.84 10.88/18.64 0.58/0.97
Genetic CNN 92.90 70.97 817

Our method GPPSO 95.26 76.36 5.26/4.44 0.04

The results before and after “/” are based on the CIFAR-10 and CIFAR-100 datasets, respectively

5.03% classification accuracy improvement on the
CIFAR-10 dataset. As for the CIFAR-100 dataset,
GPPSO achieves at most 24.36% accuracy improve-
ment over maxout, and just 3.15% lower than that
of the 20-layer version of ResNet, proving that in-
stead of trying deeper and more complex network
models, optimizing the hyperparameters of exist-
ing well-performing CNN models using GPPSO can
obtain outstanding results. As for the number of
parameters, the model searched by GPPSO gen-
erally has fewer parameters than the directly con-
nected networks such as VGGNet, but more than
cross-layer connection models such as ResNet due
to the concatenate and other operations. Second,
compared with the non-OA-based methods, GPPSO
still achieves better performance. On the CIFAR-10
dataset, GPPSO achieves better classification accu-
racy, and is better than BO, AK, MetaQNN, and
NAS by 2.53%, 7.56%, 2.34%, and 1.35%, respec-
tively. As for EAS and Block-QNN-S, GPPSO can
achieve similar classification accuracy, but greatly
reduces the search time. This means that GPPSO
needs less time and computational cost to search

for better CNN models. For example, for the non-
OA-based methods, NAS needs 22 400 GPU days to
find a good CNN model and EAS requires at least
10 GPU days, but GPPSO needs only 0.04 GPU
days. On the CIFAR-100 dataset, the accuracy of
GPPSO is a little worse than that of Block-QNN-
S, but still achieves good performance of 76.36%.
GPPSO has more model parameters than the NAS
and AK methods, but fewer than the other algo-
rithms. Finally, compared with the OA-based meth-
ods, GPPSO still obtains competitive results. As
shown in Table 2, for classification accuracy, GPPSO
ranks the fifth among the 10 algorithms based on
the CIFAR-10 dataset, with up to 13.18% higher
accuracy than that of PSO and 1.57% lower accu-
racy than that of the first algorithm (CNN-GA).
As for CIFAR-100, GPPSO achieves good perfor-
mance and ranks the sixth among the eight algo-
rithms, 40.76% better than that of the last and
only 3.91% lower than the first. However, compared
with CNN-GA, GPPSO cost only about 0.11% and
0.10% GPU days on CIFAR-10 and CIFAR-100, re-
spectively. When compared with the SHEDA-CNN
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method, GPPSO not only reduces the search time by
93.10% and 95.88%, but also reduces the model size
by 51.65% and 76.18%, on CIFAR-10 and CIFAR-
100 datasets respectively. This means that GPPSO
not only achieves good recognition performance, but
also greatly reduces the search time and model size.
These advantages provide strong feasibility for the
practical applications of deep learning. The above
comparison results show the effectiveness and effi-
ciency of GPPSO.

Table 3 presents a set of comparisons between
GPPSO, ResNet20, BO algorithm, and the PSO al-
gorithm to show the outstanding performance. It
should be noted that all the results in Table 3 were
generated in the experimental environment of this
study, and algorithm_ac denotes that Ta-ReLU in
Section 3.3 is in the search space. Because the ex-
periments were carried out under the same hardware
conditions, minute is used as the benchmark index
for efficiency comparisons instead of GPU days. It
can be seen in Table 3 that GPPSO_ac achieves
the best test accuracy on CIFAR-10 and CIFAR-100,
where it is 3.26% and 10.73% better than that of the
basic model ResNet20 on CIFAR-10 and CIFAR-100,
respectively. By using the automatic search method
for manually designed CNN ResNet20, the accuracy
will be improved by the BO algorithm and reduced
by the PSO algorithm, whose test accuracy is lower
than that of GPPSO. The number of parameters of
the manually designed CNN is significantly smaller
compared to those of the automatically searched
models. Furthermore, the numbers of parameters
in the automatically searched CNNs are in a simi-
lar order of magnitude (106). We think that this is
due to the concatenate layer and other structures in
the automatic search networks. As for the search
time, the BO algorithm needs least 17 min to search
CNNs, GPPSO takes longer time than BO, 42 min
on average, and PSO takes the longest time at an
average of 100 min on CIFAR-10 and 202 min on
CIFAR-100. After searching for the CNNs, we train
them for 200 epochs to obtain the final models. The
accuracy-loss curves of training are shown in Fig. 8.
It can be seen that the convergence speed of the
model on the CIFAR-100 dataset is lower than that
on CIFAR-10, and the error value is higher than that
of CFIAR-10, which indicates that the 20-layer basic
model has limited capability for large-scale output
categories. For the model with Ta-ReLU function,

the convergence rate is higher in the first 20 epochs
(e.g., Figs. 8m and 8k), and GPPSO_ac has the best
recognition accuracy on CIFAR-10 and CIFAR-100,
which proves the effectiveness of the designed AF.

In conclusion, the comparisons with the basic al-
gorithms of GPPSO and state-of-the-art algorithms
prove the effectiveness and efficiency of GPPSO.

4.5 Ablation experiments

In the GPPSO algorithm, the initial GP model
will be constructed from a set of individuals, so the
number of individuals may affect the GPPSO perfor-
mance. To verify the influence of the number of IPs,
GPPSO is compared with variants using different
numbers of IPs on CIFAR-10. During the experi-
ments, the range of the number of IPs was set from
10 to 50, and the sampling interval was set as 10; the
experimental results are shown in Table 4. It can be
seen that with different numbers of IPs, the classifi-
cation accuracy of all searched models is >92.50%,
and the search time increased almost linearly, with
an additional 5 min required for each sampling in-
terval increase. Furthermore, the classification accu-
racy initially increased and then decreased with an
increase in the number of IPs, with peak performance
achieved when the number of IPs was 20. This indi-
cates that the model searched by GPPSO does not
achieve higher performance with an increased num-
ber of IPs. We think the reason is that the random
IPs cannot precisely describe the trends of Gaus-
sian regression model, and the points obtained by
acquisition function in the search process are more
meaningful. In conclusion, the number of IPs can
influence the search effectiveness of GPPSO, but the
GPPSO is not that sensitive with the increase of the
number of IPs, and the performance is not always
improved with an increased number of IPs.

Another important parameter in GPPSO is the
particle number (PN) in PSO. To investigate the
influence of PN, a set of comparisons are given in
Table 5. It can be seen that GPPSO is compared
with its variants using PNs from 10 to 100; with
the PNs increase, the classification accuracy exhibits
similarity, when PN=30, 70, and 100, the accuracy
can achieve >93%, and when PN=50, the perfor-
mance of GPPSO is at its best (>95%). That is
because GPPSO is not sensitive to the PN. In ad-
dition, with an increase in the PN, the GPPSO’s
search time increases as well. Therefore, considering
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Table 3 Comparisons with the basic algorithms of GPPSO on CIFAR-10 and CIFAR-100 datasets

Method

CIFAR-10 CIFAR-100

Test
accuracy

(%)

Training
accuracy

(%)

Number of
parameters

(×106)

Search
time
(min)

Training
time
(min)

Test
accuracy

(%)

Training
accuracy

(%)

Number of
parameters

(×106)

Search
time
(min)

Training
time
(min)

Manual 92.25 98.71 0.38 116 68.96 90.78 0.40 111
(ResNet20)

BO 92.91 99.92 4.70 20 274 66.47 90.62 4.70 20 279
BO_ac 92.26 99.96 5.26 17 367 65.64 75.60 3.57 23 326
PSO 84.17 86.09 4.65 50 258 54.25 28.20 4.70 192 265
PSO_ac 74.57 74.75 6.17 150 361 51.77 54.77 4.74 212 296
GPPSO 91.85 99.95 4.77 45 270 65.91 94.00 4.74 33 330
GPPSO_ac 95.26 99.96 5.26 39 261 76.36 97.65 4.44 39 304
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Fig. 8 Accuracy-loss curves of training and validation on the CIFAR-10 and CIFAR-100 datasets: (a) ResNet20-
10; (b) ResNet20-100; (c) BO-10; (d) BO-100; (e) BO-ac-10; (f) BO-ac-100; (g) PSO-10; (h) PSO-100; (i)
PSO-ac-10; (j) PSO-ac-100; (k) GPPSO-10; (l) GPPSO-100; (m) GPPSO-ac-10; (n) GPPSO-ac-100

the performance and the computation costs, PN=50
is suitable and is recommended for GPPSO.

In the GPPSO process, after evaluating by the
surrogate-assisted model, qualified models will be
evaluated based on training. Hence, to reduce the
time consumption and the computational cost, only

epoch T will be selected for training, which will be a
key issue for the effectiveness of the GPPSO. There-
fore, an experiment between different epoch T val-
ues was carried out to study the influence on per-
formance. Considering the hardware performance
of the experiments and the time complexity of the
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Table 4 Comparion with different numbers of initial
points on CIFAR-10

Number of initial points Accuracy (%) Search time (min)

10 93.68 33
20 95.26 39
30 93.76 44
40 93.04 49
50 92.75 55

Table 5 Comparison with different particle numbers
(PNs) on CIFAR-10

PN Accuracy (%) Search time (min)

10 94.12 16
30 93.57 28
50 95.26 39
70 93.76 51
100 93.64 65

practical applications, GPPSO was used to search
for optimal CNNs by training epoch T from 1 to 5
in the experiments. Table 6 shows the experimental
results of different epoch T values on CIFAR-10. To
intuitively compare the impact of epoch T on model
performance, as shown in Eq. (12), a comparison
method is designed to measure it:

CET =
acci+1 − acci

timei+1 − timei
, (12)

where CET denotes the ratio between the accuracy
(acc) difference and the search time difference. It
can be seen that when the epochs increase from 1 to
2, the classification accuracy is improved by 2.75%,
and CET is 0.17 when T=2. Then, as the number
of epochs changes from 2 to 5, the value of CET

changes from 0.03 to 0.01, and approximately equals
0 when T=4. This means that continuing to in-
crease the epochs will not improve the performance
obviously and will consume a lot of computational
resources. In conclusion, the epoch T=2 of train-
ing in the search process will result in the maximum
GPPSO efficiency.

Table 6 Comparison with different epochs on
CIFAR-10

Epoch Accuracy (%) Search time (min) CET

1 92.71 24
2 95.26 39 0.17
3 95.67 52 0.03
4 95.68 67 ≈ 0

5 95.87 81 0.01

4.6 Application on MF diagnosis

To prove the effectiveness of GPPSO in real-
world problems, an application concerning MF di-
agnosis in industrial scenarios is presented in this
subsection. Metal materials are essential in modern
industrial fields such as aerospace, transportation,
and metallurgical manufacturing. In a complex en-
vironment, metal materials in service cause failure
accidents such as fracture, corrosion, and fatigue,
which cause heavy economic losses and casualties.
Therefore, to achieve accurate MF recognition auto-
matically and efficiently, AI methods such as CNNs
will be used, which are suitable for testing the per-
formance of GPPSO.

In the experiments, a deep learning metal frac-
ture classification (DMFC) model is designed to rec-
ognize MFs. The model structure is shown in Fig. 9.

Input

3×3 Conv, 32

3×3 Conv, 32

3×3 Conv, 64

3×3 Conv, 64

3×3 Conv, 128

3×3 Conv, 128

Flatten

FC1, 128

Dropout, 0.5

FC2, 3

Max pooling

Average pooling

Average 
pooling

BN

Fig. 9 DMFC model structure (FC: fully connected;
BN: batch normalization)

The Conv kernels in the DMFC model are all
3 × 3, and three pooling layers are constructed us-
ing one max pooling layer and two average pooling
layers. A flatten layer is added to reduce the di-
mension of the output feature maps produced by the
last Conv layer. This serves as a transition between
the Conv layer and the FC layer. The first FC layer
has 128 neurons, followed by a batch normalization
(BN) layer and a dropout layer. The output layer
has three neurons, corresponding to three types of
MFs. DMFC is the basic model of MF recognition
task. The GPPSO algorithm searches the Conv ker-
nel size, Conv kernel number, pooling layer type, AF
type, and other hyperparameters in the DFMC to
obtain the GPPSO-DMFC.
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To test the effectiveness, comparisons among
VGG, ResNet, DenseNet, DMFC, and GPPSO-
DMFC are given in Table 7. The effectiveness and
efficiency of the algorithms are measured by accuracy
and training time, respectively. As shown in Table 7,
the proposed DMFC model achieved an accuracy of
94.94% and a training time of 11 s/epoch. When
using state-of-the-art methods, the recognition accu-
racy of MF is significantly improved. However, the
training time is increased. For example, DenseNet
achieved an accuracy of 98.03%, but required train-
ing time of 93 s/epoch. After using the GPPSO
algorithm to search hyperparameters for the DMFC
model, the result achieved the highest accuracy of
98.16% and the shortest training time of 9 s/epoch,
indicating the effectiveness and efficiency of GPPSO.
Therefore, this application shows that the GPPSO
has potential for solving real-world tasks.

Table 7 Results of the metal fracture diagnosis

Method Accuracy (%) Time (s/epoch)

DMFC 94.94 11
VGG16 98.02 25
VGG19 97.72 29
ResNet50 96.97 24
DenseNet110 98.03 93
GPPSO-DMFC 98.16 9

5 Conclusions

In this paper, a novel method, GPPSO, was
proposed for efficient optimization of CNN hyperpa-
rameters. First, the GPPSO encoded different types
of hyperparameters in CNNs using a mixed-variable
encoding strategy to deal with the mixed-variable
problem. Then, the HSA model based on the GP
and PSO was designed to save computational costs.
Finally, a novel AF, Ta-ReLU, was suggested to im-
prove the model performance and ensure convergence
rate. Experiments on two benchmark datasets have
proven the efficiency of GPPSO. Furthermore, a se-
ries of ablation experiments have been used to inves-
tigate the parameter sensitivity. We also presented a
case study of industrial scenarios to demonstrate the
effectiveness of GPPSO in real-world tasks. For fur-
ther work, we plan to (1) search for the CNN hyper-
parameters and architectures jointly and (2) design
a more efficient OA for obtaining CNNs to handle
engineering problems with practical applications.
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