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Abstract: Based on division of the three-dimensional space from data samples, the method proposed in this 
paper can rapidly extract fuzzy hales by using the fuzzy information of the samples. The principle of this ap- 
proach is proved theoretically. Due to its simplicity this method can be used to extract fuzzy rules in real-time 
for an adaptive control system. Simulation results showed that this approach is effective and practical. 
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INq~ODUCTION 

It is impractical to create a precise math- 
ematical model for control engineering applica- 
tion to quite a few complex control objects. The 
fuzzy control technique, which with its charac- 
terizing features of robustness, stability, simple 
algorithm and high real-time response ability, 
does not need a precise mathematical model and 
so, is widely applied. 

The key of the fuzzy control system design 
lies in the generation and definition of the fuzzy 
rules. But in many cases, it is hard to define the 
number of fuzzy rules and the specific form of 
each rule. However, by referring to the large 
number of data samples of the previous control 
operations, we can develop the fuzzy rules need- 
ed. 

There have already been some methods to 
develop fuzzy rules from data samples. A rela- 
tively popular way is to use multi-layer feed-for- 
ward neural network to simulate the "fuzzification 
---~fi,zzy reasoning ---~ defuzzification" process of 
the fuzzy system with the aid of neural network 
theory and transform the fuzzy rule generation 
process into the adjusting process of the network 
weights and limens of the neural network, taking 
advantage of the learning ability of the neural 
network (Yang Yupu et a l . ,  1994; Li Gechen 
et a l . ,  1997; Keller, 1992; Yang Jiangang, 

* Project(69775013) supported by Natural Science Foundation of China 

1993). 
These fuzzy control strategies, which are 

based on neural network theory, have problems 
such as the selection of the initial value of the 
network weights, the setting of the learning step 
in the learning process, the selection of the 
amount of the neurons in each network layer, 
which can lead to bad learning effect or even a 
failure if any selection is improper. More impor- 
tantly, the learning speed of these methods is of- 
ten very slow, for which reason only off-line le- 
arning is usually possible and the real-time adap- 
tive control of fast systems is hard to be imple- 
mented. 

This paper gives a method to extract specific 
fuzzy rules from data samples. Compared with 
the methods available (Jiao Lieheng, 1993),  it 
has the features such as the idea is natural, the 
calculation is simple, and it is fit for real-time 
fuzzy rules extraction and thus can meet the 
needs of on-line learning and make the adaptive 
control of the system possible. The result of sim- 
ulation of a typical non-linear system has proved 
the reliability and practicability of the method. 

PRINCIPLES OF THE ALGORITHM 

1. Division of the domain 

Many control problems can be attributed to 
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the zero clearing process of the error and change- 
in-error of the controlled system. Therefore, 
without exception, the input data of the fuzzy 
controller should include error E and change-in- 
error Ec while the output data of the controller 

should include the control variable U. (Later ,  
the variables E ,  E c ,  U are also used to stand for 

their domain respectively ) .  Here we should 
preferably assume that the fi,~.zy linguistic value 
in error E ,  change-in-error Ec and control vari- 

able U can be separated into 7 levels, that is 
{Negative Large(NL) ,  Negative Medium(NM),  
Negative Smal l (NS) ,  Z e r o ( Z E ) ,  Positive Small 
( P S ) ,  Positive Medium ( PM ) ,  Positive Large 
( P I , ) } .  For the later's narrative convenience, 
the 7-level linguistic values are sequentially de- 
fined as {F1,  F2, F3,  F4,  Fs ,  F6, F7} ,  
and the usual form of fuzee control rtdes is: 

i f ( e  = Fi and e~ = Fj) then u = Fk i , j ,  

k = 1 , 2 , 3 , ' " , 7  (1)  

The shape of the 7-level fuzzy linguistic 
value's membership function is symmetric trian- 
gular and the overlapping degree of the neigh- 
bored fuzzy language is often set to 2 5 % .  As 
shown in Fig. 1. 

E1 F2 F3 ,IF, F, F~ F7 

Fig.  1 7-level fuzzy l inguist ic values' 
membership functions 

x 

For convenience, the domain of the input 
and output value is transformed into [ - a ,  a ] .  
If the actual domain of a varible is [ c ,  d ] ,  the 
transforming equation from the value x in the ac- 
tual domain to the value y in [ - a ,  a ] is 

Y - d ~ c  x 2 ! 

Dermit ion 1 Any rule taking the form of if 
(e  = Fi and ec = Fj ) then u = F ~ ( i n  which 

Fi,  Fj ,  Fk are respectively the fuzzy linguistic 

values in E ,  Ec ,  U) is called a virtual rule of 
the fuzzy control system. 

Here the virtual rules of the fuzzy control 

system are summed up to 73 = 343. 
Each fuzzy linguistic value Fi in E deter- 

mines an interval L i o n  E accordingly (The in- 

terval determined by the neighbored fuzzy lin- 
guistic values in E is usually dealt with as adja- 
cency relationship. A few overlaps are also ac- 
ceptable. The union of the domains determined 
by the 7-level fuzzy linguistic value just covers 
the interval E ) ,  and to Ec,  U, similar manip- 
ulations will be taken. This way, as far as a vir- 
tual rule in term of Equation ( 1 ) is concerned,  
according to the domain determined by the three 
fuzzy linguistic values in E ,  Ec,  U respective- 

ly,  a block in the 3-dimentional domain E x Ec 
x U is determined. 

To divide the domain according to virtual 
rules is based on the idea that: After input data 
are input to the fuzzy controller, through fuzzy 
reasoning, output control data are acquired. In 
the process of fuzzy reasoning, the minority parts 
of rules function decisively. The fuzzy linguistic 
values of these rules have relatively higher de- 
greess of membership to input and output data. 
Therefore, we can regard the Cartesian product 
of the sensitive intervals ( the intervals in which 
the degrees of membership are relatively high) of 
the three fuzzy linguistic values as the sensitive 
area the virtual rules correspond to. 

Next we will discuss the strategy to settle the 
interval Li on corresponding domain according to 
each fuzzy linguistic value. The most direct way 
is to equally divide the domain according to the 
interval of the fuzzy linguistic values. (Here  it is 
equally divided into 7 parts. ) .  From left to 
right, each equal interval is set to be the corre- 
sponding interval of the fuzzy linguistic values 
E l ,  F 2 ,  F 3 ,  F4, F s ,  F 6 ,  F 7 .  As shown in 
Fig. 2 .  

/~'l F_, .~ F~ Fs F6 F7 

I @ i @ | " ~ - " ' - - ~ ' 1  "~"""'~m~l @ i @ l @ l  
-a -Sa -3a -a a 3a ~;a 

T T T T T -~- a 

1 ~ .  2 Equal division of the domain according to 
the interval of the fuzzy linguistic values 

This paper adopts the following strategy to 
settle the corresponding interval of the fuzzy lin- 
guistic values. 
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Defini t ion 2 Assume f (  x ) is a non-nega- 
tive function and its definition domain is set as 
A,  then the set {x I x E A ,  f ( x )  > 0} is (;ailed 
the support of f (  x ) in A, labeled St I . 

According to the definition of the member- 
ship function of the fuzzy linguistic value F in 
Fig. 1, we label the membership function which 
corresponds to Fi as f ,  and call the support Sf, 

as the corresponding interval of the fuzzy linguis- 
tic value F i .  As shown in F ig .3 .  

k:~ F~ ~'~ 
I~'~ "~-I I ~ ~ I I " ~ e ' ~ ' ~ t  

-a F, k'4 k;, a 

Fig.3 Definition of the membership function of 
the fuzzy linguistic value F 

To the virtual rules in the form of if ( e  = F i 

and e~ = Fj ) then u = Fk,  we naturally take as 

the corresponding block of the virtual rules. The 
union of all the corresponding blocks of the vir- 
tual rules just covers the 3-dimentional domain E 
xEcxU. 

We are going to divide the 3-dimentional do- 
main E • E c • U according to the virtual rules. 

The fuzzy information the samples carry is uti- 
lized to decode fuzzy rules. This will increase 
the speed of the rules extracting operation for the 
needs of on-line fuzzy rule extraction in the sys- 
terns that require high real-time apacity. These 
are the fundamental principles of the fuzzy rule 
extracting method that this paper proposes. 

2. Rule extraction 

Def'mition 3 To a fuzzy control system de- 
rived from the rules extracted fi'om samples,  in 
the case that the system inputs equal input data 
of some sample, "after the reasoning process of 
the fuzzy control system, the output control vari- 
able should equal or at least approximately equal 
the output data of the sample. This feature of 
fuzzy control system is called sample reappear- 
ance.  

E ,  E c ,  U "above are regarded as continuous 

domain. However,  in the process of fuzzy rea- 
soning, discrete domain form is needed.  Now we 
label the discrete domain of E ,  E c ,  U as { X l , 

X2 , ' " ,  XN, }, { Yl , Y2 , ' ' ' ,  YN, } , { Z I , Z 2 , ' ' ' ,  

ZN s I �9 

Theorem Assume (en, ecn, u, ) to be a 

data sample, if it is required that the fuzzy con- 
tro] system derived from the data samples satisfy 
the feature of reappearance, then the fuzzy sys- 
tem must at ]east include the fuzzy rule if (e = 
F i and e c = Fj ) then u = F k while ( l ) e n E Sf, ; 

( 2 ) e , . ,  E S f  ; ( 3 ) u ,  ~ S f  . 

Proof  Assume the input of the fuzzy con- 
trol system is the input part ( e ,  e~ ) of the sam- 

pie ( e ,  e~, u ) ,  and assume the reasoning pro- 

cess of the system follows such a strategy that 
each fuzzy rule is used in parallel and the sub- 
resuhs of each rule are merged into one. The ac- 
tual reasoning proeess of each rule follows the 
strategy of decomposing reasoning. 

Since data samples are accurate in value, 2- 
component fuzzy vectors are acquired after the 
operation of fuzzification. 

Assume the fuzzy vector that e. eotTesponds 

to is : 

e' .  = ( 0 , 0 , - - - , 0 ,  1 , 0 , - - - , 0 )  (3)  
pth 

The fuzzy vector Gn corresponds to is 

e'~n = ( 0 , 0 , " ' , 0 ,  1 , 0 , . - - , 0 )  (4 )  
qth 

The fuzzy vector u.  corresponds to is 

= ( 0 , 0 , - - - , 0 ,  1 , 0 , . . - , 0 )  (5) 
x th 

Take any rule: if (e  = Fi and ec = F j )  then 

u = Fk,  and the corresponding fuzzy reasoning 

process is shown as follows: 

t r u I = e . x ( F  i • F k )  

= ( 0 , 0 , . - . , 0 ,  1 , 0 , . . . , 0 )  
P 

( / %  

tUFi ( X l  ) 

tuf ( X 2 )  

f-% (xx , -1  ) 

l v, (XN,) 

�9 .. (%)) 

) A (z, ) ,/% (z2)," ",t,r, ) ) 
(6) 

u'2 = e'c,  x ( F j x  Fk ) 
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(y , )  
(y2) 

= ( o , o , . . . , o ,  1 , o , - . - , o )  : 

q bt5 (Yz:- 1 ) 

( y,v2 ) 

,"" , ,% 

= lZFj (yq) k (fZF~ (Zl),~J-F, (Z2),*'' ,fit'Fk (ZN,)) 
(7) 

u' = u ' l  A u'2 = m i n ( l l v  ( x p ) , t . t r (  yq)  A 

( , , )  ,t q ,"" (8) 

Here maximum and minimum reasoning op- 
erations are adopted in matrix operations. " A "  
between vectors stands for the minimizing opera- 
tion according to the corresponding element and 
when it is between a numerical value and a vec- 
tor, it stands for the minimizing operation be- 
tween the number and the elements of the vec- 
tor. "/z, ( x ) "  stands for the degree of member- 

ship of x to the fuzzy set S .  
Negative approach is used.  Assume that no 

fuzzy rule that meets the needs of the theorem is 
available in the fuzzy control system, that is, at 
least one of e. q~ Sf , ec, ~ Sfi ,  u .  ~ S L is right. 

1) i f e , ~ S f ,  t h e n / z v , ( X p ) = 0 , s o  u ' = ( 0 ,  

0,  " '",  0)  in Equation (8)  
2)  if e~ ~ Sfj then tzG ( yq ) ,  for the same 

reason u'  = ( 0 , 0 ,  "'" , 0 ) i n  Equation (8)  
3) if u.  q~ Sf, then ,ur ( z r ) = 0, according to 

Equation ( 8 ) .  we have 

u' = min(fitF, ( Xp ) ,  fl F ( y q )  /~ (IJF, (Z 1 ) , ' " ,  

/2F._, (Z2) , r0th,fitF., , ""  ,/ZF, (~.N,)) 

From 1) ,  2 ) ,  3 ) ,  we can see that the rth 
component of the sub-result u ' ,  which is derived 
from the data sample ( e . ,  e~., u. ) according to 
the fuzzy rules that do not meet the needs of the 
theorem, is constantly zero. Since we have as- 
sumed that there is no fuTmy rule which meets the 
needs of the theorem, the rth component of u ' ,  
which is the very sum of all the sub-results of the 
fuzzy reasoning system, is still zero. ff we make 
the fi, zzy decision according to the maximum de- 
gree of membership, then the fuzzy control sys- 
tem will not output the control value u. with the 

input ( e , ,  ec, ) �9 Then the reappearance of data 

sample is impossible. So the assumption is 
wrong, that is, the fuzzy rule that meets the 
needs of the theorem is available, end proof. 

For each virtual rule we define a weight to 
express the possibility the rule can be applied. 
Originally, all the weights of the virtual rules are 
set to zero. The goal of the algorithm is to deter- 
mine the virtual rule that meets the needs of the 
theorem according to each sample in the sample 
database and increase the weight value of the 
virtual rule. Finally, the virtual rule whose 
weight exceeds the limen set in advance is se- 
lected to be the practical rule. 

For each data sample, the weights of the vir- 
tual rules that meet the needs of the theorem 
should be corrected. This paper modifies the 
weights on the basis of the degree of membership 
of the data samples in the corresponding fuzzy set 
of the virtual rules the sample defines. This re- 
flects the fuzzification quality of the sample itself 
and has been proved feasible in practice. 

Assume the sample used to extract rules is 
( e  i , e c i ,  tt i ) ,  i = 1 , 2 , ' " ,  M.  Based on the 

theorem described above, we give the practical 
algorithm of fuzzy rule extraction as follows: 

1 ) All the weights of the virtual rules are 
initialized to zero. 

2) Select a sample ( e l ,  e c i ,  t t  i ) from the 
sample database. 

3)  The respective supports of e i , eci , tt i are 

deduced from the definition of membership func- 
tion and support of the 7-level fuzzy linguistic 
value given above. For convenience, it is best 
that the numbers of support that ei ,  e c i ,  ui re- 

spectively belong to are one or two. Here we 
should preferably consider the most complex cir- 
cumstance, that is, assume there are two sup- 
ports that ei ,  eci , tti respectively belong to and 

are assumed as,  S~ ,$2/, i = 1 , 2 , 3 .  

4)  To each group ( i ,  j ,  k ) , i ,  j ,  k = l ,  
2, we calculate d i , j ,  k = [z~ 1 e A lzg2 ( e~ ) A bt~ 

( u ) ,  then add d i , j , k  to  the weight of the virtual 

rule if ( e  = Sl i and ec = ~2) then u = S~. 

Since the supports correspond to fuzzy linguistic 
value one by one, here for the purpose of simpli- 
fication, we use the supports to stand for the cor- 
responding fuzzy linguistic values. 

5)  If there are still samples that have not 
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been learned, return to 2 ; 
6) Stun up the weight of each virtual rule, 

get rid of the rules with relatively small weights 
when contradictory rules are met and select the 
virtual rules whose weights are greater than the 
limen set in advance as the practically useful 
fuzzy control rules. 

ADAFFIVE CONTROL 

With the help of the fuzzy hales extracting 
method mentioned above, an adaptive fuzzy con- 
trol system is built up as shown in Fig. 4.  

e,e,. Fuizyru' iex'rac'or' 
Fuzzy u' - I Controlled 

' controller u ~ [  object 

F i g . 4  A n  a d a p t i v e  fuzzy  c o n t r o l  system 

In Fig. 4 ,  Yd is the ideal output, y is the 
actual output, e ,  ec are respectively the error 

and the change-in-error,  u is the output control 
value of the fuzzy controller. Originally, through 
the initial data sample we acquire the fuzzy con- 
trol rules to control the system. In the running 

process of the system, the error e ,  change-in- 
error ec and the correction u' are sent to the 

fuzzy rule extractor to learn. To ensure the sta- 
bility of the system, every time after learning, 
only the rule with the highest weight is selected. 
If this rule is pi~eviously not available in the fuzzy 
controller, we get rid of the rules that are contra- 
dictory to this rule ( i f  any) in the fuzzy control- 
ler, and add the rule to the fuzzy controller. 
Through the correction of rules like this, we 
have the system's adaptive control realized. 

We can adjust u ' ,  the revised value of the 
output control variable, in several ways. A prac- 
tical method is to use the following algorithm: 

u' = u + ae +f lec  (9)  

In which a ,  /3 are positive constants, valued 
according to actual controlled system. The great- 
er the a ,  /3 value, the more powerful is the ada- 
ptive capacity of the system and the worse is its 
control stability. In practice, we can assign rel- 
atively small values to a ,  /3 and gradually in- 
crease their values later until the control system 
becomes not only more stable but also more ada- 
ptive. 

RESULT OF SIMULATION 

The object of simulation is a non-linear inve- 
rted pendulum, whose state equations are: 

"Xl ~ ~;2 

F -  m ' g ' s i n ( x 3 )  + m" l ' s i n ( x 3 ) ' x 4  2" (1 - cos(x3.))  
"~2 -~ M +  m ' ( 1  -- C O S ( X 3 ) )  

~3  ---- ~4  

( M  + m ) ' g ' s i n ( x 3 )  - F ' c o s ( x 3 )  + M ' l ' s i n ( x a ) ' c o s ( x 3 ) ' x  2 

:r = M" l ' c o s ( x 3 )  + m ' l ' c o s ( x 3 ) "  (1 - c o s ( x 3 ) )  

(10) 

In the state equations, ( X l ,  x2 ,  x3 ,  X4) cor- 

responds to ( r ,  r ,  0 ,  t~ ) .  Through the adjust- 
ment of the force F exerted on the trolley on 
which the inverted pendulum is put, the angle is 
adjusted. In the simulation experiment, we take 
the trolley mass M = l ( k g ) ,  the inverted pendu- 
lum mass m = 0 . 2 ( k g ) ,  the pendulum length l 
= 0 . 2 ( m ) ,  and assume the trolley displacement 

to be r .  Data samples are acquired from the PID 

controller, whose parameters have been adjusted 
right and whose control result is relatively good. 
Taking advantage of the method described in this 
paper, we obtained the fuzzy control rules after 
learning the data samples as Table 1. 

The step response curve obtained from the 
controlling operation using the fuzzy control rules 
shown above is shown in Fig. 5. 
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Table 1 Fuzzy control rules after learning 
the data samples 

NL NM NS ZE PS PM PL 

NL PM PS 

NM PS PS 

NS PS PS ZE ZE 

ZE PL PM IX5 ZE NS 

IX3 PS ZE NS 

PM ZE NS NM 

PL NM 

3 

~1.5 

0 0'.4 018 1'.2 1'.6 2.'0 
t/s 

Fig. 5 The step response curve 

CONCLUSION 

NM 

posed in this paper  has the feature of direct  and 

clear  principles and simple calculat ion.  The re-  

sult of simulation shows the correctness of  the 

method proposed in this paper .  For controlled 

objects which require more powerful real- t ime re- 

sponse capabi l i ty ,  we can use the method intro- 

duced  in this paper  to enable rapid rule extrac- 

tion and adaptive control of the system through 

the adaptive adjustment  of  the control rules .  
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