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Abstract:    In this work, a new method to deal with the unconnected pixels in motion compensated temporal filtering (MCTF) is 
presented, which is designed to improve the performance of 3D lifted wavelet coding. Furthermore, multiple description scalable 
coding (MDSC) is investigated, and novel MDSC schemes based on 3D wavelet coding are proposed, using the lifting imple-
mentation of temporal filtering. The proposed MDSC schemes can avoid the mismatch problem in multiple description video 
coding, and have high scalability and robustness of video transmission. Experimental results showed that the proposed schemes 
are feasible and adequately effective. 
 
Key words:  Multiple description scalable coding (MDSC), Motion compensated temporal filtering (MCTF), Block-split bidi-

rectional motion estimation, 3D lifted wavelet transform 
doi:10.1631/jzus.2006.A0857                     Document code:  A                    CLC number:  TN919.8 
 
 
INTRODUCTION  
 

With the expansion of multimedia applications, 
video transmission is becoming an important issue in 
the research area of communication. It is very im-
portant to compress a large amount of video data 
effectively, which has already attracted considerable 
attention recently. To make source coders both er-
ror-resilient and network-adaptive are two main 
challenges facing the video compression techniques. 
It is necessary to make the bitstreams temporal, spa-
tial and SNR scalable. A single bitstream can be de-
coded at different bitrates to meet different con-

straints on transmission bandwidth and decoding 
complexity in a heterogeneous networking environ-
ment. Moreover, the bitstreams are expected to have 
superior transmission robustness over unreliable 
networks. 

Multiple description coding (MDC) has recently 
emerged as an attractive framework for robust 
transmission over unreliable channels (Yu et al., 
2005). A multiple description coder divides the 
original bitstream into two or more correlated bit-
streams (descriptions), which are then separately 
transmitted over networks. Each description can be 
decoded independently so that loss of some of the 
descriptions will not jeopardize the decoding of cor-
rectly received descriptions. The fidelity of the re-
ceived message is further improved as the number of 
received descriptions increases. MDC provides a 
solution to reduce the degradation of video signal 
resulted from packet losses, bit error and burst (era-
sure) error during transmission, and it guarantees the 
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demand of real-time services. Many MDC schemes 
have been proposed (Wang et al., 2001; Reibman et 
al., 2002). However, a drawback of these techniques 
is that they are aimed solely at increasing the trans-
mission robustness of video, and do not address other 
important transmission challenges, such as bandwidth 
variations, and receiving device characteristics. Over 
unreliable, heterogeneous and dynamic networks, 
MDC and scalable coding should complement each 
other to provide an efficient solution (ISO/IEC 
JTC1/SC29/WG11 N5540, 2003). One example of 
MDSC scheme was proposed (Bajic and Woods, 
2003), and is referred to as domain-based MDC, 
which partitioned the wavelet coefficients into 
maximally separated sets, and packetized. However, 
due to such partition the conventional zero-tree 
structures cannot be exploited, and it is more difficult 
to interpolate the lost descriptions because the wave-
let coefficients have less correlation compared to 
temporal decomposition. In addition, the spatiotem-
poral correlations are not taken into consideration in 
their scheme, and it is not efficient for video. 

In this work, motion-compensated lifted 3D 
wavelet coding is studied, and a new scheme is pro-
posed to deal with the unconnected pixels in MCTF, 
which improves the coding efficiency. Furthermore, 
we present a new approach to MDSC based on 3D 
lifted wavelet coding to enhance the transmission 
robustness of video over unreliable networks, and to 
provide scalable bitstreams to adapt heterogeneous 
networks. 

 
 
3D LIFTED WAVELET CODING WITH A NEW 
MCTF SCHEME 
 

3D wavelet coding has come into being recently 
as a promising alternative to hybrid DPCM video 
coding techniques. It provides high scalable bitstream 
for network and user adaptation, and resilience to 
transmission errors. The diagram of the 3D wavelet 
coding scheme adopted in this work is shown in Fig.1.  
The MCTF is implemented on the input video first, 
followed by spatial wavelet analysis on the temporal 
stage to  complete  the 3D  wavelet  decomposition. 
Then the spatio-temporal decomposition subbands 
and the motion vectors are encoded. 

MCTF implemented through lifting is proved to 

 
 
 
 
 
 
 
be an effective and efficient temporal decomposition 
tool (Pesquet-Popescu and Bottreau, 2001; Secker 
and Taubman, 2003). In this work, we implement 
MCTF using a lifting scheme, which can achieve 
perfect reconstruction with sub-pixel accurate motion 
estimation. Fig.2 shows the implementation of 
Harr-based lifting MCTF. Frames A of the video 
sequence are displaced by the estimated value 2 ,2 1

ˆ
k kd +  

to predict Frames B. The prediction step is followed 
by an update step with the displacement 2 ,2 1

ˆ
k kd +− . 

 
 
 
 

 
 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
In MCTF, the block-based motion compensation 

with block-size of 16×16 is used, that is, video frames 

Fig.1  Diagram of 3D wavelet coding scheme 
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Fig.2  (a) Implementation of Harr-based lifting MCTF; 
(b) Harr lifting scheme   
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are divided into several blocks, and motion vectors of 
the blocks in the current frame point to the closest 
matching blocks in the reference frame. Fig.3 shows 
the state of connection of each pixel in the reference 
frame and in the current frame. If there is a one-to-one 
connection between the pixels, they are connected 
pixels. If several pixels in the current frame are con-
nected to the same pixel in reference frame, only one 
of them is classified as a connected pixel, the others 
are listed as unconnected. Here, we do not use the 
scan-order rule to discriminate, but according to the 
absolute DFD value with each of them, regarding 
only the one with minimum DFD value as connected 
pixel. Conversely, some pixels in reference frames are 
not used as reference for current frames, which are 
regarded as unconnected pixels too. The unconnected 
pixels can detrimentally affect both overall coding 
efficiency and subjective video quality since they 
cannot be directly included in MCTF. In conventional 
MCTF methods, for the unconnected pixels, the cor-
responding temporal lowpass and highpass subbands 
are generated as follows: 
 

               [ , ]=2 [ , ] / 2,

[ , ]=( [ , ] [ , ]) / 2,m n

L m n A m n

H m n B m n A m d n d− − −
       (1) 

 
where L[m,n] and H[m,n] are temporal lowpass and 
highpass subbands, respectively; A[m,n] is the refer-
ence frame, B[m,n] is the current frame, and (dm,dn) is 
the motion vector; A  is the interpolated reference 
frame. 

 
 
 
 
 
 
 
 
 
 
 
 
A block-split bidirectional motion estimation 

(ME) scheme is proposed to deal with unconnected 
pixels, with the algorithm being as follows: 

(1) Obtain the motion vectors between reference 

frame It and current frame It+1 with block-based ME. 
(2) Decide the unconnected pixels in the current 

frame It+1. If more than half of the pixels in a block of 
frame It+1 are unconnected, we call this block an un-
connected block. 

(3) The block-size used in the block-based ME is 
16×16. For more accurate motion estimation for the 
unconnected blocks, we split the 16×16 block into 
four 8×8 blocks. 

(4) For each unconnected split 8×8 block, for-
ward and backward ME are used to obtain the good 
matches, as shown in Fig.4. 

(5) For the split blocks, if forward ME has the 
smallest DFD, the corresponding highpass subband is 
generated by 

 

1[ , ]=( [ , ] [ , ]) / 2,+ − − −t t m nH m n I m n I m d n d     (2) 
  

where (dm, dn) is the forward motion vector. 
If backward ME has the smallest DFD, the cor-

responding highpass subband is generated by 
 

1 2[ , ]=( [ , ] [ , ]) / 2,+ +− − −t t m nH m n I m n I m d n d    (3) 
 
where (dm, dn) is the backward motion vector. 
 

 
 
 
 
 
 
 
 
 
 
PROPOSED MDSC SCHEMES 

 
The proposed MDSC schemes are shown in 

Fig.5, the input video sequence is first decomposed 
into two descriptions, with the two descriptions being 
encoded with motion-compensated lifted 3D wavelet 
coding method respectively. 3D wavelet coding 
scheme has high compression efficiency while pro-
viding truly scalable bitstreams. In this work, two 
different multiple description decomposition schemes, 
based on spatial-domain and temporal-domain, are 
studied. 
 
 

Fig.3  State of pixel’s connection 
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MDSC schemes based on spatial-domain 

There is strong correlation between inter-pixels 
in raw image data, the value of any given pixel can be 
reasonably predicted by the value of its neighbors. 
Thus, it is possible to exploit this feature to create a 
multiple description coder. The video frames are split 
into even and odd descriptions by row-downsampling 
or column-downsampling in the spatial-domain. Here, 
we refer to row-downsampling method as spatial 
scheme-1, and column-downsampling method as 
spatial scheme-2. Then, each description is encoded 
with 3D wavelet coding, and the generated embedded 
bitstreams are transmitted to different channels. The 
texture characteristics of each video sequence are 
different, which results in different performances of 
the two spatial schemes. 

The spatial-domain MDSC schemes utilize the 
natural correlations of pixels, which are stronger than  
those in the transform domain. And simple error con-
cealment methods can yield good estimates of lost 
data. If the channels drop one description, linear filter 
error concealment is adopted to recover the lost de-
scription. For spatial scheme-1, the error concealment 
method is as follows: 
 

2
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For spatial scheme-2, the error concealment 

method is as follows: 
 

2
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(7)   

 
where F1(x,y) and F2(x,y) are the frames for descrip-
tion one (even-row or even-column frames) and de-
scription two (odd-row or odd-column frames), 

1( , )F x y  and 2 ( , )F x y  are the reconstructed frames 
for description one and description two, respectively. 
 
MDSC scheme based on temporal-domain 

According to the statistical characteristics of 
video, the neighboring frames have strong correlation 
because of the short temporal distance between them. 
Motion estimation and motion compensation can 
remove temporal redundancy effectively, and based 
on which temporal-downsampling MDC is adopted in 
this scheme. The video sequence is split into even and 
odd frames (descriptions) in temporal domain. And 
the two generated descriptions are encoded by 3D 
wavelet coding methods separately. Then each em-
bedded bitstream is transmitted to different channels.  

Error concealment methods should be used to 
recover the lost description at the receiver. Here, 
according to the temporal-domain MDSC scheme, 
bidirectional motion compensation interpolation 
(BMC-I) error concealment scheme is used, where the 
lost frame is estimated using both previous and future 
reference frames. BMC-I is more effective than single 
motion compensation interpolation (SMC-I) method, 
where the lost frame is estimated only using previous 
or future reference frames. BMC-I method used in 
this paper can be described as follows: 

(1) Obtain the motion vectors of frame n+1, with 
reference frame n−1. As shown in Fig.6, the current 
block (x, y) has motion vector (∆x, ∆y). 

(2) Bidirectional motion estimation. For current 
frame n, the motion vector is (∆x/2, ∆y/2) to frame 
n−1, while the motion vector is (−∆x/2, −∆y/2) to 
frame n+1, as shown in Fig.7. 

(3) Bidirectional motion compensation, 
 

1

1

( , ) ( 2, 2)
               + ( 2, 2),

n n

n

x y a x x y y
b x x y y

ψ ψ
ψ

−

+

= + ∆ + ∆

− ∆ − ∆
        (8)     

 

Fig.5  MDSC based on 3D wavelet coding 
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where ψn−1(x, y) and ψn+1(x, y) are Frame n−1 and 
Frame n+1 respectively. ( , )n x yψ  is the estimation 
frame with BMC-I scheme, a and b are two estimation 
coefficients, generally, both set to 0.5. 
 
 
 

 
 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
 
The two proposed MDSC schemes make use of 

the spatial-correlation and temporal-correlation ade-
quately, and the corresponding error concealment 
methods have low complexity. With a 3D transform 
performed on each description, reconstruction of the 
reference frame is not necessary and the closed pre-
diction loops do not exist. Hence, the mismatch issue 
in some multiple description video coders does not 
occur in the proposed schemes. And more consistent 
reconstructed video quality can be achieved at the 
receiver. 

 
 

EXPERIMENTAL RESULTS 
 
To evaluate the performance of the proposed 

coding scheme, ‘Missa’ (CIF, 30 fps) and ‘Salesman’ 
(CIF, 30 fps) video sequence in Fig.8 are adopted as 
test video sequences, 80 frames of each sequence are 
used in the experiments. 

First, the proposed block-split bidirectional mo-
tion estimation scheme is tested. Block-based motion 
estimation was performed with half-pixel accuracy in 
MCTF, and temporal subbands have been spatially 

decomposed over 4 levels using biorthogonal 9/7 
Daubechies filters. The resulting spatio-temporal 
wavelet coefficients are encoded using the EZBC 
algorithm in (Hsiang and Woods, 2001). Motion 
fields are encoded using lossless DPCM and adaptive 
arithmetic coding. The results on Missa and Salesman 
sequences are shown in Fig.9 with the conventional 
MCTF method and the proposed block-split MCTF 
method. Coding performance is expressed in terms of 
Y  component  PSNR,  calculated  by  averaging  the  Y  
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component PSNR over all decoded frames. The 
simulation results showed that the proposed MCTF 
scheme achieves better rate-distortion performance. 

Second, the proposed MDSC schemes, spatial- 
domain based and temporal-domain based, are tested. 
It is assumed that two descriptions are sent over 
separate channels, and only one description may be 
completely lost. 

 
Coding efficiency and redundancy analysis 

The coding efficiency of Salesman sequence of 
the proposed MDSC and 3D lifted wavelet based 
single description coding (SDC) is shown in Fig.10. 
As may be seen from the curves, SDC scheme 
achieves better rate-distortion performance than 
MDSC schemes. The lower efficiency of MDSC 
schemes results from their more redundancy com-
pared with SDC scheme. Fig.11 shows the correspo- 
nding redundancy-ratio-distortion (RRD) perform-
ance  for  Salesman  sequence.  The  temporal-domain 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

MDSC scheme has lower redundancy than the 
schemes of spatial-domain, and has better coding 
performance. For the temporal-domain scheme, the 
redundancy comes from the longer distance of tem-
poral domain, which can utilize MCTF to reduce the 
impact to coding efficiency. While for spatial-domain 
schemes, row-downsampling or column-downsamp- 
ling reduces the spatial-correlation of images, which 
cannot depend on MCTF to retain the coding effi-
ciency. Similar experimental results are also achieved 
for Missa sequence. 
 
Analysis of robustness and scalability  

Fig.12 shows the robustness performance of the 
spatial-domain MDSC schemes with respect to 
Salesman sequence. At the receiver, if only one de-
scription is received, the schemes can also reconstruct 
the accepted video with the error concealments. For 
Salesman sequence, the qualities of reconstructed 
video with spatial scheme-1 is better than with spatial 
scheme-2,   which   is   due   to   the   stronger   row-  
correlation than column-correlation. Contrarily, for 
Missa sequence, spatial scheme-2 has better per-
formance because of its stronger column-correlation. 
Thus, for the spatial-domain MDSC schemes, the MD 
schemes based on the veins characteristic of video 
should be selected. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.13 shows the robustness performance of the 
temporal-domain MDSC scheme. With the error 
concealment, the scheme can reconstruct accepted 
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video in the case of one description received. BMC-I 
scheme has better performance than SMC-I scheme, 
and the proposed BMC-I error concealment is more 
effective for the temporal-domain MDSC scheme. In 
particular, the quality of frames reconstructed with 
one description does not drop much compared to that 
of both descriptions received. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

The proposed MDSC schemes can not only in-
crease the transmission robustness, but also introduce 
a high degree of scalability into the coding scheme so 
that one compressed representation can be decoded at 
a variety of rates and fidelities. Fig.12 and Fig.13 
show the average PSNRs of reconstructed frames at 
different bit rates. 

From the simulation results, the proposed 
MDSC schemes have excellent robustness and scal-
ability performance. The temporal-domain MDSC 
scheme demonstrates its superior performance with 
low redundancy. 
 
 

CONCLUSION 
 

In this work, a new method called block-split bi- 
 
 
 
 
 
 
 
 
 
 
 

directional motion estimation is proposed to deal with 
the unconnected pixels in MCTF, and based on which 
new MDSC schemes are proposed. The proposed 
MDSC schemes can provide truly scalable and highly 
error resilient video transmission over heterogeneous 
and unreliable networks. Moreover, the mis-
match-related issues between the encoder and the 
decoder are avoided, and more consistent recon-
structed video quality can be obtained at the receiver. 
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