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Abstract:    Pockets in proteins have been known to be very important for the life process. There have been several studies in the 
past to automatically extract the pockets from the structure information of known proteins. However, it is difficult to find a study 
comparing the precision of the extracted pockets from known pockets on the protein. In this paper, we propose an algorithm for 
extracting pockets from structure data of proteins and analyze the quality of the algorithm by comparing the extracted pockets with 
some known pockets. These results in this paper can be used to set the parameter values of the pocket extraction algorithm for 
getting better results. 
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INTRODUCTION 
 

Being the bio era, a significant research effort 
has been devoted to the study of proteins since they 
are related to the critical body functions. There have 
been many studies on proteins, with the voluminous 
related data being currently available in various pub-
lic repositories including the Protein Data Bank (PDB) 
(CATH, 2006; DALI, 2006; MSD, 2006; RCSB PDB, 
2006; SCOP Database, 2006).  

Given the atomic complexes of proteins, ana-
lyzing interactions between them is important for 
understanding their biological functions. The interac-
tion between a protein and a small molecule is also one 
of the most important issues in designing new drugs.  

The study of molecular interactions such as the 

docking of a protein with a ligand can be approached 
from a physicochemical and/or a geometrical point of 
view (Parsons and Canny, 1994). While the phys-
icochemical approach is to find regions on the surface 
of a protein which minimize the potential energy 
between two molecules, the geometric approach is to 
determine whether two molecules have geometrically 
meaningful features for the interaction. Hence, both 
approaches may be used together for a better result. 

A docking between a protein, called a receptor, 
and a small molecule, called a ligand, usually occur 
around depressed regions, called docking sites or 
pockets, on the surface of a receptor. Since designing 
a new drug requires finding a small chemical which 
can dock or bind at appropriate pockets on a protein, 
the recognition of pockets on proteins is one of the 
most fundamental processes in drug design.  

Considering that chemical databases usually 
contain millions of chemical data entries, manually 
identifying pockets on the surface of a protein is 
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time-consuming and error-prone. Therefore, the 
automatic recognition of pockets and the evaluation 
of the binding of a chemical to a pocket are rather 
important in the study of protein-ligand docking for 
the development of new drugs (Kuntz, 1992).  

Contrary to the physicochemical approach, ef-
forts to understand the geometry perspective of bio-
logical systems have started relatively recently 
(Agarwal et al., 2004; Edelsbrunner et al., 1998; 
Heifetz and Eisenstein, 2003; Lee and Richard, 1971; 
Liang et al., 1998; Peters et al., 1996; Shoichet and 
Kunts, 1991). Present consensus is that the geometry 
is as important and critical for biological systems in 
various important aspects as the physicochemical 
aspect of a molecule. Hence, research on the geometry 
in biological systems will provide new challenges as 
well as opportunities for the community of geometers.  

In this paper, we will present an algorithm for 
extracting pockets from proteins structure data and 
compare the computed pockets with the real pockets 
from some known cases. The proposed algorithm is 
currently purely geometric and therefore some errors 
exist. Currently, the 3D coordinates of atoms for more 
than 30 000 proteins are known and available through 
PDB (RCSB PDB, 2006).  

Given a protein, the algorithm proposed in this 
paper first computes the Voronoi diagram of van der 
Waals atoms. Then, a β-shape is computed from the 
Voronoi diagram using a spherical probe (Kim et al., 
2005a; 2006). The Voronoi diagram of atoms pre-
sented in this paper is similar to the ordinary Voronoi 
diagram for points in the sense that the Euclidean 
distance metric is used. However, it differs from the 
ordinary Voronoi diagram of points since the distance 
is measured from the surface of atoms, not from the 
centers of atoms.  
 
 
PROTEIN STRUCTURE 
 

A protein is a macromolecule consisting of a 
linear sequence of up to 20 different amino acids, with 
the distinct amino acids sequence determining the 
unique 3D structure of a protein. It is believed that the 
function of a protein is mostly determined by its 
unique 3D structure.  

An amino acid consists of dozens of atoms. For 
example, a glycine is the smallest among the twenty 

amino acids consisting of 10 atoms (2 C’s, 5 H’s, 2 
O’s and a single N). On the other hand, tryptophan, 
the largest amino acid, consists of 27 atoms (11 C’s, 
12 H’s, 2 O’s and 2 N’s). An amino acid has a carbon 
called an α-carbon Cα at its topological center. 
Around the Cα, hydrogen (H), an amino-group (NH2), 
a carboxyl-group (COOH) and a side-chain (R) are 
attached. Note that a side-chain is also called an 
R-group where R is short for radical. Most of the 20 
amino acids have identical global topology structure 
except for the side-chain. Therefore, a side chain 
determines a unique 3D structure and the functions of 
a protein. Consecutive amino acids are connected to 
each other via a peptide bond between their respective 
carboxyl- and amino-groups (Berg et al., 2002). 

The structure of a protein is usually viewed from 
four different hierarchical levels. The linear sequence 
of amino acids is called the primary structure of a 
protein. Due to the interactions between the atoms in 
the primary structure, some amino acids form 
α-helices or β-sheets in 3D space with these descrip-
tors being denoted as the secondary structure of a 
protein. When the secondary structure is appropri-
ately folded in 3D, it is called the tertiary structure of 
a protein. The linear sequence of amino acids con-
nected via peptide bonds forms a chain. Many pro-
teins exist in nature as a set of more than one chain 
called the quaternary structure of a protein (Bourne 
and Weissig, 2003). A protein consisting of a single 
chain is called a monomer. When a protein consists of 
two, three, or four chains, it is called a dimer, a trimer, 
and a tetramer, respectively (Fig.1, see page 1496). 
 
 
INTERACTION INTERFACE 
 

It is known that the interactions among proteins 
affect various functions in a living cell. Therefore, 
biologists have been paying attention to the analyses 
of the interaction between proteins (Jones and 
Thornton, 1996; Tsai et al., 1997; Nooren and Thor-
nton, 2003; Ofran and Rost, 2003; Sheinerman and 
Honig, 2002; Xu et al., 1997).  

One of the most fundamental goals of protein 
analysis is to understand how proteins carry out 
various essential life processes and one of the main 
efforts of the analysis is to identify the protein struc-
ture of proteins and the interactions among proteins.  
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However, the properties and functions of many 
proteins have yet to be studied/determined, with it 
being generally agreed that inference of the function 
of a protein can be also helped by investigating its 
interactions with other proteins. The inference of 
protein function is based on the premise that the 
function of a protein can be discovered in part via its 
interactions with other proteins with known functions. 
Hence, the study of interactions can be vital to the 
understanding of proteins (Jones and Thornton, 1996).  

An interaction defined between two or (more) 
proteins is called an inter-protein interaction, and an 
interaction between chains in a protein is called an 
intra-protein interaction. From a geometric point of 
view, the interaction interfaces of both types of in-
teractions are identical.  
 
Untrimmed interaction interface: IIF∞ 

Suppose that we are given a proper tessellation 
of a whole space where an atom set A is defined. 
Examples of such tessellation may be a Voronoi dia-
gram of atom centers, a power diagram of the atoms, 
or a Voronoi diagram of the atoms. In these tessella-
tions, each face in the tessellation is defined by two 
nearby atoms in the set using a distance definition 
approximation for the tessellation.  

Suppose that the set A consists of two or more 
groups where the unit of the group may be either a 
chain or a protein. Then, we collect a set F of faces of 
the tessellation where each face f∈F is defined by two 
atoms from different groups in the set. Then, the set F 
is called an interaction interface among the groups in 
the set A. Note that this definition of interaction in-
terface applies to any of the previously described 
schemes of the set A’s space tessellation. For example, 
the subset of Voronoi faces of the ordinary Voronoi 
diagram of atom centers may be used as an interaction 
interface. In some previous studies of the interaction 
interface, the power diagram’s faces were used to 
compute the interaction interface (Ban et al., 2004; 
Varshney et al., 1995).  

In this paper, we define instead the interaction 
interface using the Voronoi diagram of atoms to make 
it more precise by fully reflecting the size differences 
among atoms in the set. Let A={a1, a2, …, ai}, and 
B={b1, b2, …, bj} be two chains in a protein, where ai 
and bj are atoms with appropriate centers and radii. 
The interaction interface IIF∞(A,B) between chains A 

and B is defined as 
 

IIF∞(A,B)={p|dist(p, A)=dist(p, B)},        (1) 
 
where dist(p, A) denotes the minimum Euclidean 
distance from p to the surfaces of all van der Waals 
atoms in set A. Then, it can be easily shown that 
IIF∞(A,B) is the subset of Voronoi faces in the Vo-
ronoi diagram VD(A∪B) of all atoms of A∪B. Note 
that each face f∈IIF∞(A,B) is defined by two atoms 
from two different chains. Hence, the following 
definition of IIF∞(A,B) is equivalent to the definition 
in Eq.(1). 
 

IIF∞(A,B)={f∈FV|dist(p, A)=dist(p, B), ∀p∈f},   (2) 
 
where FV is the set of Voronoi faces in VD(A∪B). 
Therefore, IIF∞(A,B)  can be computed by collecting 
the appropriate faces from all the Voronoi faces in the 
Voronoi diagram VD(A∪B) by simply checking 
where each Voronoi face has two defining atoms from 
different groups. Hence, it takes O(m) time in the 
worst case, where m is the number of Voronoi faces in 
the Voronoi diagram. Note that IIF∞(A,B) extends to 
infinity. Hereafter, we will omit (A,B) whenever 
possible for notational convenience.  

Fig.2 (see page 1496) shows a dimer 1R95 and 
the corresponding interaction interface IIF∞. The 
interaction interface IIF∞ computed from the Voronoi 
diagram of atoms extends to infinity as shown in 
Fig.2b and therefore is called an untrimmed interac-
tion interface. Note that a protein 1R95 is found in an 
important bacterium called Escherichia coli, and is a 
dimer consisting of 2 groups, 194 amino acids, and 
1468 atoms (except hydrogens) (Bilder et al., 2004). 
 
Trimmed interaction interface: IIF 

While an interaction interface is important for 
understanding protein function, the points on IIF∞ 
which are far away from the protein, are biologically 
less significant (Creighton, 1999). Hence, we define a 
biologically more meaningful interaction interface 
which is relatively near the atoms of both chains.  

Proteins usually exist in a solvent (which is 
mostly water) and a solvent molecule interacts with a 
protein in a rather complicated fashion if we consider 
its complete 3D structure. The water molecule, for 
example, is polarized due to its bonding among atoms 
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and the bend in its 3D structure and the orientation of 
a water molecule around the surface of a protein is 
rather stochastic. Hence, exact analysis of the inter-
action between the water molecule and a protein is 
infeasible. To simplify the model and the calculation, 
the usual practice is to approximate the solvent 
molecule with a small sphere enclosing the molecule. 
Note that the water molecule, H2O, has an internal 
angle of 104.5° at ∠HOH and the common probe for 
the water molecule is a sphere with a radius 1.4×10−10 
m (Berg et al., 2002).  

Suppose that a probe has a radius ρ. Then, the 
trimmed interaction interface IIF(A,B) is defined as 
follows: 

 
IIF(A,B)={p|dist(p, A)=dist(p, B)≤ρ}.        (3) 

 
Hence, IIF can be computed by trimming off the less 
meaningful part of the surface from IIF∞. This trim-
ming is done using a spherical probe as a virtual 
trimmer, and the edges created by the trimming are 
called trimming edges. There are three types of 
trimming primitives in the computation of IIF as 
follows: circumscribing, voiding, and depilating.  
 
 
REAL POCKET VS EXTRACTED POCKET 
 

While the interaction interface is one of the most 
important constructs for a molecular structure, pock-
ets are also important as well in the sense of under-
standing the functions of proteins and designing drugs 
(Kim et al., 2006). In this section, we analyze the 
quality of the pocket extraction algorithm to verify the 
validity of an extracted pocket of a protein via the 
presented algorithm by comparing the extracted 
pockets with some known pockets.  

In PDB, there are several proteins which already 
contain ligands binding with the proteins. For exam-
ple, the file of PDB code 1FKG shown in Fig.3 con-
tains 1055 atoms. It turns out that 1FKG contains a 
protein named FK506 (blue) with a ligand 3-di-
phenyl-1-propyl-1-(3,3-dimethyl-1,2-dioxypentyl)-2-
piperidine carboxylate (the HET ID of this ligand is 
SB3) (red). The protein contains 1022 atoms which 
constitute 107 residues, and the ligand contains 33 
atoms. (Usually hydrogen atoms are not included in 
the data files in PDB since the constructed model via 

X-ray crystallography usually contains some errors 
and the hydrogen is relatively sensitive to this error. If 
it is necessary, the hydrogen atoms are usually gen-
erated via a computation. However, 1FKG contains 
some hydrogen atoms. If SB3 contains hydrogen 
atoms, their count is 67.)  

Fig.3a shows the atoms of 1FKG and the inter-
action interface between the receptor and the ligand, 
and Fig.3b shows the interaction interface between 
the receptor and the ligand. Fig.3c shows the interac-
tion interface with the atoms directly involved in the 
definition of the interaction interface. Fig.3d and 
Fig.3e respectively show these atoms for both re-
ceptor and ligand. Fig.3f then shows the interaction 
interface itself.  

Therefore, the atoms in Fig.3d form a pocket 
which actually binds with the ligand.  

We then call this pocket a real pocket R. Suppose 
that we remove the ligand from the original data and 
apply a pocket extraction algorithm on the protein 
data with the ligand removed. Then, we get an ex-
tracted pocket X from the protein without any a prior 
knowledge about the pocket on the protein.  

For example, Fig.4a shows the receptor, FK506 
binding protein, of the PDB data 1FKG after the 
ligand data is removed from 1FKG. Fig.4b shows all 
pockets computed using the Voronoi diagram of at-
oms of the data in Fig.4a and its dual structure 
β-shapes. The parameters of the outer and inner 
β-shapes are 50×10−10 m and 1.4×10−10 m, respec-
tively. Note that the radius of a probe for a wa-
ter-molecule is usually considered as 1.4×10−10 m. 
For the details of pocket extraction algorithm, please 
refer to (Kim et al., 2006). Then, the red region on the 
surface of the protein in Fig.4c is the largest pocket of 
the protein. It turns out that this extracted pocket X 
corresponds to the actual R pocket where the ligand 
SB3 binds. 
 
 
EXPERIMENTS AND DISCUSSIONS 
 

Since R-pocket is the real one in a protein and we 
compute X-pocket using an algorithm, there has to be 
some error associated with the extraction algorithm. 
Depending on the parameter of the algorithm, the 
success rate of the algorithm will be affected.  

We performed some experiments by implement- 



Kim et al. / J Zhejiang Univ SCIENCE A   2006 7(9):1492-1499 1496

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 

 
 

 
 
 
 
 
 
 
 
 
ing algorithms to construct the Voronoi diagram of 
atoms in the protein, to compute the interaction in-
terface IIF∞, the trimming of IIF∞ to get a valid in-
teraction interface IIF, and the β-shape. Then, we 
extracted X-pockets for various values of β, and then 
compared X-pockets with R-pocket.  

Table 1 and Table 2 show the experimental re-
sults for 1FKG with various values of β for both outer 
β-shape and inner β-shape. In Table 1, the probe ra-
dius for inner β-shape I-Probe is fixed as 1.4×10−10 m 
which is the radius of a probe for a water-molecule. 
The size of the outer β-shape, however, varies. In fact, 
we reduced the outer probe size  from  the  radius  of 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

50000×10−10 m (which is considered to be sufficiently 
large) by halving it for each following experiment. 
The main observations were as follows:  

(1) The number of extracted pockets increases as 
the outer probe size decreases.  

(2) The X-pocket corresponding to the R-pocket 
does not change with respect to the size of the outer 
probe. 

(3) Even though it is not clearly shown in Table 
1, we found that the X-pocket always corresponds to 
the largest (in terms of the number of atoms in the 
pocket) pocket extracted from the given parameter. 

Table 2 shows other interesting results in these 

(a) (b) (c) 

Fig.1  Examples of protein complexes. (a) A dimer
(1A0M); (b) A trimer (1CE0); (c) A tetramer (1CSK).
Shown in the parentheses are the PDB codes of the
proteins 

(a) (b) 

Fig.2  A dimer (1R95) and the corresponding IIF∞. (a)
Red spheres represent chain A and blue spheres rep-
resent chain B; (b) Pink surface represents IIF∞ 

Chain A 

Chain B 

IIF∞ 

(a) (b) (c) (d) (e) (f) 

Fig.3  A model in 1FKG. (a) The configuration of a receptor (blue) and a ligand (red); (b) The receptor and the
ligand with embedded interaction interface (IIF); (c) IIF with the interacting atom set; (d) The real pocket R
which is the interacting atom set for the receptor; (e) Interacting atom set for the ligand; (f) IIF without atoms 

(a) (b) (c) 

Fig.4  The receptor of a protein 1FKG and the corresponding pockets. (a) The receptor; (b) All pockets of the
receptor; (c) The largest pocket on the molecular surface (red) 

Receptor Ligand 

The largest pocket 
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experiments. We fixed the radius of the outer probe as 
50×10−10 m, then changed the inner probe size ac-
cording to the following observations. To set the 
starting value of the size for the inner probe, we 
computed the minimum spheres enclosing the ligand 
and found its size was 7.61×10−10 m. So we changed 
the inner probe radius from 10.0×10−10 m down to 
1.0×10−10 m. By this experiment, we found that the 
best size of the inner probe is between 1.0×10−10 m 
and 2.0×10−10 m. We then examined this interval 
more closely to find that the best size of the inner 
probe is around 1.2×10−10 m which is almost identical 
to the size of the hydrogen molecule. It is very inter-
esting that the maximum match occurs when the inner 
probe radius is approximately the size of the hydrogen 
molecule. Note that the van der Waals radius of hy-
drogen is usually considered to be 1.2×10−10 m.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CONCLUSION 
 

Voronoi diagram is known as an important 
mathematical and computational tool for many dis-
ciplines. While Voronoi diagram has been general-
ized in various directions, the computation of the 
Voronoi diagram for spheres has not been quite sat-
isfactory in many aspects. Recently, the algorithms 
and their implementations have been known for suc-
cessful computation of the Voronoi diagram of 
spheres (Kim, 2004; Kim et al., 2004a; 2004b; 2004c; 
2005a; 2005b; 2005c). Since then, the Voronoi dia-
gram of spheres has been applied to solve various 
problems in structural molecular biology (Kim, 2004; 
2005; Kim et al., 2004b; 2004c; 2005a; 2005c; 2006). 
Since the investigation of molecular structure is in-
terdisciplinary in nature, collaborations between 

Table 1  Experimental results for a protein 1FKG (I-Probe radius is fixed at 1.4×10−10 m) 
Size of O-Probe 

(×10−10 m) 
Size of I-Probe 

(×10−10 m) 
(1) Number of 

atoms in R-Poc. 
Number of 

pockets 
(2) Number of 

atoms in X-Poc. 
(3) Number of 
matched atoms 

Ratio 
(1)/(2) 

Ratio 
(3)/(2) 

50000        1.4 73 116 85 50 0.859 0.588 
25000        1.4 73 116 85 50 0.859 0.588 
12500        1.4 73 116 85 50 0.859 0.588 
6250        1.4 73 116 85 50 0.859 0.588 
3125        1.4 73 116 85 50 0.859 0.588 
1563        1.4 73 118 85 50 0.859 0.588 
781        1.4 73 118 85 50 0.859 0.588 
391        1.4 73 122 85 50 0.859 0.588 
195        1.4 73 132 85 50 0.859 0.588 
98        1.4 73 140 85 50 0.859 0.588 
49        1.4 73 170 85 50 0.859 0.588 

Table 2  Experimental results for a protein 1FKG (O-Probe radius is fixed at 50×10−10 m) 
Size of O-Probe 

(×10−10 m) 
Size of I-Probe 

(×10−10 m) 
(1) Number of 

atoms in R-Poc. 
Number of 

pockets 
(2) Number of 

atoms in X-Poc. 
(3) Number of 
matched atoms 

Ratio 
(1)/(2) 

Ratio 
(3)/(2) 

50 10.0  73 170 9 3 8.111 0.333 
50 9.0 73 170 7 3 10.429 0.429 
50 7.0 73 170 12 4 6.083 0.333 
50 5.0 73 170 16 6 4.563 0.375 
50 3.0 73 170 43 18 1.698 0.419 
50 1.5 73 170 83 49 0.880 0.590 
50 1.4 73 170 85 50 0.859 0.588 
50 1.3 73 170 94 58 0.777 0.617 
50 1.2 73 170 104 65 0.702 0.625 
50 1.1 73 170 107 66 0.682 0.617 
50 1.0 73 170 113 66 0.646 0.584 

 



Kim et al. / J Zhejiang Univ SCIENCE A   2006 7(9):1492-1499 1498

geometers and biologists are essential (Kim et al., 
2004c; 2005c).  

In this paper, we showed that the Voronoi dia-
gram of spheres can be used for analysis of the in-
teractions between chains in a protein, the interactions 
between proteins, and the interactions between any of 
the sets of atomic structures. Based on the interaction 
interface, we presented an approach to measure the 
quality of extracted pockets on proteins. We believe 
that this approach will provide important information 
for enhancing the quality of pocket extraction algo-
rithms.  

Like other applications in structural biology, this 
problem domain opens a new, interesting and im-
portant area of application for geometers in the CAD 
and CAGD communities. We expect more significant 
studies by them in this area to follow and hope that the 
Voronoi diagram of spheres will be one of the most 
fundamental computational tools used in this re-
search.  
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