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Abstract:    Estimation and detection algorithms for orthogonal frequency division multiplexing (OFDM) systems can be de-
veloped based on the sum-product algorithms, which operate by message passing in factor graphs. In this paper, we apply the 
sampling method (Monte Carlo) to factor graphs, and then the integrals in the sum-product algorithm can be approximated by 
sums, which results in complexity reduction. The blind receiver for OFDM systems can be derived via Sequential Monte Carlo 
(SMC) in factor graphs, the previous SMC blind receiver can be regarded as the special case of the sum-product algorithms using 
sampling methods. The previous SMC blind receiver for OFDM systems needs generating samples of the channel vector assuming 
the channel has an a priori Gaussian distribution. In the newly-built blind receiver, we generate samples of the virtual-pilots 
instead of the channel vector, with channel vector which can be easily computed based on virtual-pilots. As the size of the vir-
tual-pilots space is much smaller than the channel vector space, only small number of samples are necessary, with the blind de-
tection being much simpler. Furthermore, only one pilot tone is needed to resolve phase ambiguity and differential encoding is not 
used anymore. Finally, the results of computer simulations demonstrate that the proposal can perform well while providing sig-
nificant complexity reduction. 
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INTRODUCTION 
 

Orthogonal frequency division multiplexing 
(OFDM) is generally known as an effective technique 
for high data rates and has been adopted by standards 
such as Digital Audio and Video Broadcasting (DAB 
and DVB) (ETSI, 1994; 1997). OFDM is robust 
against frequency selectivity of a multipath channel 
and the single-tap equalization can be used to detect 
the transmitted symbols if frequency-selective fading 
channels are known. Although, the use of pilot tones 
is the most robust way to estimate the channel pa-

rameters and detect the symbols, in order to conserve 
bandwidth, blind OFDM detection techniques have 
been proposed (Muquet and de Courville, 1999; Cai 
and Akansu, 2000; Cui and Tellambura, 2006), which 
use the special properties of the OFDM systems, such 
as cyclostationarity, cyclic prefix (CP), virtual sub-
carriers, and finite alphabets, and those blind detec-
tors need averaging over many OFDM blocks. Blind 
detection requiring fewer OFDM blocks have also 
been proposed (Huang et al., 2006), while it is still 
computationally complex. The approaches based on 
Sequential Monte Carlo (SMC) can be computed in 
parallel and the data symbols can be detected over one 
OFDM block (Yang and Wang, 2002; Lu and Wang, 
2001), so SMC blind detection can be attractive for 
wireless communications (Guo and Wang, 2003; Yu 
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et al., 2006). 
It is known that unified receiver can be devel-

oped based on sum-product algorithms operating in 
factor graphs (Worthen and Stark, 2001; Loeliger, 
2004). In this paper, we develop an improved blind 
detection via the sum-product algorithm and Monte 
Carlo approximation, with the previous SMC blind 
detection (Yang and Wang, 2002) being regarded as 
the special case of the proposal. Under the state-space 
framework, the channels are high dimensional con-
tinuous variables, and thus quite large number of 
samples are needed in order to promise the accuracy 
of Monte Carlo approximation. We draw the initial 
samples of virtual-pilots instead of drawing the initial 
samples of the channel vector directly, which results 
in significant complexity reduction. To resolve the 
phase ambiguity, only one pilot tone is required and 
the differential encoding is not necessary anymore. 
The simulation results show that the proposal can 
provide performance improvement while reducing 
computational complexity.  
 
 
SIGNAL MODEL 
 

The discrete-time baseband equivalent model of 
OFDM systems is considered. In an OFDM system, 
the information bit stream {bi} is encoded and then 
the resulting code bit stream is interleaved. After 
interleaving, the interleaved code bit stream {cm,j} is 
then passed to a modulator, which maps each 
J-dimensional binary bit vector [cm,1,cm,2,…,cm,J]T to a  
complex symbol Xm from the 2J-ary symbol alphabet 
S={αi|i=1,…,2J}. The symbol stream {Xm} is parti-
tioned into blocks, with each block consisting of N 
symbols which can be expressed as an N×1 column 
vector 

 
T

0 1 1[ , , , ] .NX X X −= …X                     (1) 
 
After taking inverse discrete Fourier transform (IDFT) 
of the vector X, the sampled signal in the time domain 
can be expressed as 
 

H ,=x Q X                                 (2) 
 
where H denotes conjugate transpose, Q is the stan-
dard N-dimensional DFT matrix with 

j(2π ) /1( , ) e , 0 , .lk NQ l k l k N
N

−= ≤ <          (3) 

 
Assume that the cyclic prefix (CP) of length equal to 
channel memory is inserted in each OFDM block to 
eliminate interblock interference (IBI), and then over 
an OFDM block duration, the received signal vector 
can be written as 
 

H ,= + = +y Hx z HQ X z                  (4) 
 
where ,  ,  ,N∈y x z N N×∈H and z is the Gaussian 

noise vector with variance 2 ,nσ  and the (p,q)th com-
ponent of the channel matrix H can be written as 
 

,     0 ,

( , ) ,  ,

0,            otherwise,

p q

p q N

h p q L

H p q h p q N L
−

− +

≤ − <


= − + <



           (5) 

 
where h=[h1,…,hL−1]T represents the sampled channel 
impulse response and L is the maximum channel 
delay. It can be seen that the channel matrix H is a 
circular matrix. 

Output of the DFT operation at the receiver for 
an OFDM block can be written as 

 
H ,= = + = +Y Qy QHQ X Z GX Z           (6) 

 
where Y, X and Z are the DFTs of y, x and z, respec-
tively. We can write Y as 
 

T 1
0 1 1[ , , , ] ,N

NY Y Y ×
−= … ∈Y               (7) 

 
and we can regard G as the channel matrix in fre-
quency domain. As H is a circular matrix, G becomes 
a diagonal matrix, and then the received signal at the 
kth subcarrier can be written as 
 

( , ) ( ,:) ,k k k k kY Q k k X Z k X Z′= + = +Q h      (8) 
where 

1
j(2π ) /

0

( , ) ( )e ,
L

kl N

l

Q k k h l
−

−

=

= ∑               (9) 

 
Q′ is a matrix constructed from the first L columns of 
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matrix Q multiplied by a factor ,N  and Q′(k,:) de-
notes the kth row of matrix Q′. 

In fact, we can rewrite Eq.(6) as 
 

,′ ′ ′ ′= + = + = +Y X G Z X Q h Z Bh Z       (10) 
 
where X′ is a diagonal matrix having X as its main 
diagonal. 
 
 
SEQUENTIAL MONTE CARLO IN FACTOR 
GRAPHS 
 

Consider a communication system. Let x0:n= 
{x0,x1,…,xn} and y0:n={y0,y1,…,yn} denote respec-
tively the unobserved transmitted signals and the 
observed received signals up to the time n. Assume 
the communication system is a dynamic system 
modeled in state-space form 

 
1( , ),   ( , ),n n n n n nx x u y x vΨ Ω−= =           (11) 

 
where un and vn are independent noise. 

For the dynamic system described in Eq.(11), the 
a posterior probability function p(x0:n|y0:n) can be 
factored as (Punskaya et al., 2002) 

 
0: 0: 0: 0: 0:

0 1
0

( | ) ( ) ( | )

             ( ) ( | ) ( | ),

n n n n n

n

i i i i
i

p x y p x p y x

p x p y x p x x −
=

∝

= ∏
      (12) 

 
where ∝ denotes equality up to a scale factor. This 
factorization can be represented by the factor graph 
shown in Fig.1a and Fig.1b.  
 
 
 
 
 
 
 
 
 
 

The receiver for the communication system must 
deal with the problem of computing the Minimum  
 

Mean Square Estimate (MMSE) of x0:n, which is 
 

0: 0: 0: 0: 0:( | )d .n n n n nx x p x y x= ∫                (13) 

 
The important sampling method can be used to 

approximate this intractable integral (Yang and Wang, 
2002; Liu and Chen, 1998; Punskaya, 2003). Assume 
the samples ( )

0: 1{ }j M
n jx =  are drawn from the trial distri-

bution q(x0:n|y0:n) instead of the distribution p(x0:n|y0:n), 
then the MMSE estimate of x0:n can be rewritten as 
 

( ) ( )
0: 0:

1

( ) ( )
0: 0: 0: 0:

1

( ) ( ) ( )
( ) 0: 0: 0: 0: 0:

( ) ( )
0: 0: 0: 0:

( ) ( ) ( )

1

,

( | ) ( ),

( | ) ( | ) ( )
,

( | ) ( | )

,

M
j j

n n n
j

M
j j

n n n n n
j

j j j
j n n n n n

n j j
n n n n

M
j j i

n n n
i

x x w

p x y w x x

p x y p y x p x
w

q x y q x y

w w w

δ

=

=

=


= 




= − 


= ∝ 

= 


∑

∑

∑

  (14) 

 
where δ(⋅) denotes Dirac (Kronecker) delta function 
and ( )j

nw  are so-called importance weight whose re-
cursive expression can be written as (Yang and Wang, 
2002) 
 

( ) ( ) ( )
( ) ( ) 1

1 ( ) ( )
0: 1 0:

( | ) ( | )
.

( | , )

j j j
j j n n n n

n n j j
n n n

p y x p x x
w w

q x x y
−

−
−

∝ ⋅         (15) 

 
Return to the factor graph shown in Fig.1b, in 

which the sum-product algorithm can be developed 
(Worthen and Stark, 2001; Loeliger, 2004). Fur-
thermore, the importance sampling method is used to 
approximate the integrals by the sums. The 
sum-product algorithm can be initialized by drawing 
samples ( )

0
jx  from the initial probability density p(x0) 

and setting ( )
0 =1jw  for j=1,…,M. For the jth sample 

( )
0 ,jx the probability of which can be written as 

( )
0 0 0( ) ( ).jp x x xδ −  For simplicity, let fi denote the 

function nodes p(xi|xi−1) and gi denote the function 
nodes p(yi|xi) in Fig.1b. Let µa→b denote the message 
passed from node a to node b. Based on the 
sum-product update rule in factor graphs, we have 
 

Fig.1  Factor graphs for communication systems

p(x0:n) p(x0) x0 p(x1|x0) x1 xn−1 p(xn|xn−1) xn 

p(y0:n|x0:n) p(y0|x0) p(y1|x1) p(yn−1|xn−1) p(yn|xn) 

(a) (b) 

 
x0:n 
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( )
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0 0 0 0 0 1 0 0

( )
1 0 0

( ) ( )
1 0 0 1 1 1 0 0:1

( ) ( ) ( | ),

( ) ( ) ( | ) ( | )d
(16)

                ( | , ),

( | , ) ( | ) ( | , ).

j
x f

j
f x

j

j j
f x g x

p x x x p y x

p x x x p y x p x x x

p x x y

p x x y p x y p x x y

µ δ

µ δ

µ µ

→

→

→ →

= −

= − 


∝ 


⋅ = ∝ 

∫

 
The jth sample of x1 can be generated from probabil-
ity ( )

1 0 0:1( | , ).jp x x y  Consider using importance sam-

pling, ( )
1

jx  is drawn from ( )
1 0 0:1( | , ),jq x x y  and then 

the message passed from x1 to f2 can be written as 
 

1 2

( ) ( )
1 0 0:1 1 1( | , ) ( ),j j

x f p x x y x xµ δ→ = −          (17) 
 
and the messages up to the time n can be generated as 
 

1

( ) ( )
1 0: 2 0: 1 1 1

( ) ( )
1 0: 2 0: 1 1 1 1 1

( )
0: 1 0: 1

( )
0: 1 0: 1 0:

( | , ) ( )

( | , ) ( ) ( | )d

              ( | , )

( | , ) ( | ) ( |

n n

n n

n n n n

j j
x f n n n n n

j j
f x n n n n n n n n

j
n n n

j
f x g x n n n n n n

p x x y x x

p x x y x x p x x x

p x x y

p x x y p y x p x x

µ δ

µ δ

µ µ

− → − − − − −

→ − − − − − − −

− −

→ → − −

= −

= −

∝

⋅ = ∝

∫

( )
1 0:, )j

n ny−









   (18) 
 
Note that yn is independent of x0:n−1 and y0:n−1, the 
sample ( )j

nx  can be generated from ( )
0: 1 0:( | , ).j

n n nq x x y−  
It is shown that the above sum-product algorithm 
aided by importance sampling is indeed the Sequence 
Monte Carlo method. 
 
 
NEWLY-BUILT BLIND DETECTOR FOR OFDM  
 

For the OFDM system described by Eqs.(6) and 
(10), let X0:k={X0,X1,…,Xk} and Y0:k={Y0,Y1,…,Yk} 
respectively denote the transmitted signals and the 
received signals in frequency domain up to the kth 
subcarrier. The aim of the blind receiver is to estimate 
the a posterior symbol probability 

 

0:( | ),   ;  0, , 1k i k ip X a Y a k N= ∈ = … −S      (19) 
 
based on the received signals up to the kth subcarriers 
Y0:k and the a priori symbol probability of Xk, without 
knowing the channel h. From Eq.(14), the approxi-
mation of Eq.(19) can be written as 
 

( )
0:

1
( | ) ( ) ,  

M
j

k i k k i k i
j

P X a Y X a w aδ
=

= ≅ − ∈∑ S     (20) 

 
with samples ( )

1{ }j M
k jX =  drawn from the trial distribu-

tion ( )
0: 1 0:( | , ),j

k k kq X X Y−  and a useful choice of the trial 
distribution is of the form 
 

( ) ( )
0: 1 0: 0: 1 0:( | , ) ( | , ),j j

k k k k k kq X X Y p X X Y− −=       (21) 
 
and thus the weights in Eq.(15) can be rewritten as 
(Yang and Wang, 2002; Lu and Wang, 2001) 
 

( ) ( ) ( )
1 0: 1 0: 1( | , ).j j j

k k k k kw w p Y X Y− − −∝ ⋅           (22) 
 
Detector via SMC in factor graphs 

Let p(Y0:N−1,X0:N−1,h) denote the joint probability 
mass function of the received signals Y0:N−1, the 
transmitted signals X0:N−1 and the channel vector h, 
which factors as 

 
1

0: 1 0: 1
0

( , , ) ( | , ) ( ) ( ),
N

N N i i i
i

p Y X p Y X p X p
−

− −
=

=∏h h h  (23) 

 
whose factor graph is shown in Fig.2, where T(X0, 
X1,…,XN−1) denotes the code constraint. Since the 
interleaver after channel encoding is employed, the 
transmitted symbols can be supposed to be inde-
pendent, i.e. T(X0,X1,…,XN−1)=p(X0)p(X1)…p(XN−1). 
We can develop the sum-product algorithm aided by 
important sampling in the factor graph shown in Fig.2. 
For simplicity, let fk denote function node p(Yk|Xk,h) 
and T denote function node T(X0,X1,…,XN−1). Up to 
the 0th subcarrier, the messages are generated as fol-
lows 
 
 
 
 
 
 
 
 
 
 
 
 

p(h) 

h 

p(Y0|X0,h) p(YN−1|XN−1,h) 

X0 Xk XN−1 

T(X0,…,XN−1) 

Fig.2  Factor graph for the OFDM system

  
p(Yk|Xk,h) 
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0 0

0 0 0

0 0 0 0

0 0 0 0 0

( ) ( | , )d ( | ),

( | ) ( ) ( | ).
f X

f X T X

p p Y X p Y X

p Y X p X p X Y

µ

µ µ
→

→ →

= = 


⋅ = ∝ 

∫ h h h
(24) 

 

The jth sample ( )
0

jX can be generated from p(Y0|X0), 
and then we have 
 

0 0

0

1 1

1 1 1

( )
0 0 0 0

( )
0 0 0 0 0 0

( )
0 0

( )
0 0 1 1

( )
1 1 0 0

( )
1 1 0 0 1

( | ) ( ),

( | ) ( ) ( | , )

               ( | , ),

( ) ( | , ) ( | , )d

                ( | , , ),

( | , , ) ( )

j
X f

j
f

j

j
f X

j

j
f X T X

p X Y X X

p X Y X X p Y X

p Y X

p p Y X p Y X

p Y X X Y

p Y X X Y p X

µ δ

µ δ

µ

µ µ

→

→

→

→ →

= −

= −

∝

=

∝

⋅ =

∫

h h

h

h h h h

( )
1 0 0:1                             ( | , ).jp X X Y












∝ 

  (25) 

 

The jth sample ( )
1

jX  can be generated from 
( )

1 0 0:1( | , ),jp X X Y  and then we have 
 

1 1

1

( ) ( )
1 0 0:1 1 1

( ) ( )
1 0 0:1 1 1 1 1

( )
0:1 0:1

( | , ) ( ),

( | , ) ( ) ( | , )

              ( | , ).

j j
X f

j j
f

j

p X X Y X X

p X X Y X X p Y X

p Y X

µ δ

µ δ
→

→

= −
= − 


∝ 

h h

h

 (26) 

 
The messages up to the kth subcarrier can be written 
as 
 

( )
0: 1 0: 1

( )
0: 1 0: 1

( )
0: 1 0: 1

( ) ( )
0: 1 0: 1 0: 1 0:

0:

( ) ( | , ) ( | , )d

                ( | , , ),

( | , , )

             ( | , ) ( | , ),

( |

k k

k k k

k k

j
f X k k k k

j
k k k k

j
f X T X k k k k

j j
k k k k k k

X f k k

p p Y X p Y X

p Y X X Y

p Y X X Y

p X X Y p X X Y

p X X

µ

µ µ

µ

→ − −

− −

→ → − −

− − −

→

=

∝

⋅ = ⋅

∝

=

∫ h h h h

( ) ( )
1 0:, ) ( ).j j

k k kY X Xδ−








− 

 

(27) 
 

Note that Xk is independent of Xk−1 and Yk−1, 
and ( )j

kX is generated from ( )
0: 1 0:( | , ).j

k k kp X X Y−  If the 
number of samples is M, then the sum-product algo-
rithms for j=1,…,M are developed in parallel. Let 

 
( ) ( ) ( )
, 0: 1 0: 1 0: 1 0: 1

( )
0: 1 0:

( | , , ) ( | , )

               ( | , ),  ,                (28) 

j j j
k i k k k k i k i k k

j
k i k k i

p Y X Y X P X X Y

P X a X Y a

α α α− − − −

−

= =

∝ = ∈S
 
and the predictive distribution can be computed as 

( ) ( )
0: 1 0: 1 0: 1 0: 1

( ) ( )
0: 1 0: 1 ,

( | , ) { ( | , , )

                       ( | , )} .
i

i

j j
k k k k k k k i

a

j j
k i k k k i

a

p Y X Y p Y X Y X a

P X a X Y α

− − − −
∈

− −
∈

= =

⋅ = =

∑

∑
S

S

(29) 

 

As the signal models are regarded as Gaussians, we 
can compute the messages in Eq.(27) straightfor-
wardly. Assume that h has a priori Gaussian distri-
bution, i.e., c 1 1( )~ ( , ),p − −Nh h Σ  then we have 
 

( ) ( )
0: 1 0: 1 0: 1 0: 1

( ) ( )
c 1 1

( ) ( | , ) ( | , )

                 ( , ),

j j
k k k k

j j
k k

p p Y X p X Y− − − −

− −

∝

∼ N

h h h
h Σ

   (30) 

where 

( ) ( ) 1 ( ) H
1 1 2

0

1
( ) 1 ( ) H ( )

1 2
0

1 ( ( ,:)) ,

1 ( ( ,:)) ( ,:) .

k
j j j

k k i i
in

k
j j j

k i i
in

X i Y

X i X i

σ

σ

−
− −

=

−

−
−

=

 
′+  

  


  ′ ′+  
  

∑

∑

h Σ Σ h Q

Σ Σ Q Q

(31) 

 

Following the matrix inversion lemma, Eq.(31) can 
be rewritten as (Yang and Wang, 2002) 
 

( )
( ) ( )

1 2( )

( ) ( ) H
1 2( )

( ) ( ) H
1

,

1 ,

( ( ,:)) .

j
j j k k

k k j
k

j j
k k j

k

j j
k k

Y

X k

µ
σ

σ

−

−

−

−
= + 


= − 


′


h h ξ

Σ Σ ξξ

ξ Σ Q

                (32) 

 

It is shown that the conditional channel response is a 
Gaussian random variable. From Eq.(27) we have 
 

( ) ( ) 2( )
0: 1 0: 1 c

( ) ( )
1

2( ) 2 ( ) H
1

( | , , ) ( , ),

( ,:) ,

( ,:) ( ( ,:)) .

j j j
k k k k k k

j j
k k k

j j
k n k k k

p Y X X Y

X k

X k X k

µ σ

µ

σ σ

− −

−

−

∼


′= 
′ ′= + 

N

Q h
Q Σ Q

   (33) 

 

Assume that the symbol Xk has an a priori Gaussian 
distribution, i.e., c( ) ( , ),k k kp X X V∼ N  and then from 
Eq.(27) the trial distribution can be computed as 
 

( ) ( )
0: 1 0: 0: 1 0: 1

( ) 2( )
c

( ) 2( ) 1 ( ) H
12( )

2( ) 1 ( ) H ( )
1 12( )

( | , ) ( | , , ) ( )

                         ( , ),

1 ( ( ,:) ) ,

1 ( ( ,:) ) ( ,:)

j j
k k k k k k k k

j j
k k

j j j
k k k k k kj

k

j j j
k k k kj

k

p X X Y p Y X X Y p X

V X k Y

V k k

ν ς

ν ς
σ

ς
σ

− − −

−
−

−
− −

∝

∼

 
′= + 

 

 
′ ′= +



N

Q h

Q h Q h
1

,
−











  

(34) 
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and then by setting Xk=αi ( )ia ∈S  in Eq.(34), the 

probability ( )
,
j

k iα  can be computed as 
 

2( )
( )
, 2( ) 2( )

1 exp ,    .
π

j
i kj

k i ij j
k k

a
a

ν
α

ς ς

 − = − ∈ 
  

S      (35) 

 
After computing the probability ( )

, ,j
k iα  we can draw 

( )j
k iX a=  from the set .S  

The above calculation shows that generating 
samples of the channels and the data symbols are 
performed alternately. The trial distribution, from 
which samples of the data symbol on the kth subcar-
rier are drawn, is computed based on the channel up to 
the (k−1)th recursion. And the channel up to the kth 
recursion can be updated based on the samples of the 
data symbol on the kth subcarrier. However, at the 
beginning of SMC algorithm, channels or data sym-
bols, whose samples should be generated first, that is 
a question. The channels are proposed to be drawn 
first in previous SMC blind detection (Yang and 
Wang, 2002; Lu and Wang, 2001). While in this paper, 
we try to draw the samples of the data symbols first, 
which can provide some advantages. 
 
Newly-built SMC detector 

It is well known that as OFDM is without noise, 
any L of the N available tones can be used for training 
to recover the channel h exactly, assuming the 
maximum channel length is L. While in AWGN, the 
MMSE estimate of h occurs when the set of L pilot 
tones is one of the sets {k,k+N/L,…,k+(L−1)N/L}, 
k=0,1,…,N/L−1, i.e., pilot tones should be equispaced 
(Negi and Cioffi, 1998). Suppose we have chosen one 
set k(0),…,k(L−1), which are not pilot tones but data 
symbols in the blind receiver via SMC, which are 
called as virtual-pilots. Through drawing the samples 
of virtual-pilots, the samples of the channel vector can 
be generated, as the channel vector of L order can be 
computed based on L virtual-pilots. 
Theorem 1    Assuming the virtual-pilot tones are 
data symbols employing M-QAM modulation (in-
cluding M-PSK), for a generated sample of vir-
tual-pilot tones, in relation to which there are at most 
M−1 ambiguous samples, which results in phase am-
biguity. 

Theorem 2    In OFDM systems, in order to resolve 
phase ambiguity, only one subcarrier is necessary to 
be used as pilot tone, which is used to generate the 
samples of the channel vector together with the sam-
ples of virtual-pilot tones. 
Proof    See Appendix A. 

As shown in Fig.3, among these pilot tones, ac-
tually, only one pilot tone is training symbol, which is 
necessary to resolve the phase ambiguity inherent to 
any blind receiver, the others are data symbols, which 
are called virtual-pilots. 
 
 
 
 
 
 
 
 

 
Let ( ) ( ) ( ) ( )

(0) (1) ( 1)={ , , , }j j j j
p k k k LX X X X −… (j=1,…,M) be 

the initial samples of the symbols on the pilot tones 
including one pilot and the other L−1 virtual-pilots, 
and then from Eq.(31), the initial samples of the 
channel vector can be computed as 
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    (36) 

 
After generating the initial samples of the channel 
vector, the SMC algorithm is performed by drawing 
the samples of data symbols and generating the sam-
ples of the channel vector in turn. The newly-built 
blind detector for OFDM systems via SMC in the 
factor graph is described as follows: 
 
Initialization: Draw the initial samples ( )

1{ } ,j M
p jX =  and compute 

the initial samples of the channel vector based on Eq.(36); Set 
( )
1 1{ } =1j M

jw− =  
For (k=0,…,N−1) { 

If k in the set k(0),…,k(L−1) 
For (j=1,…,M) { 

Set ( )j
kX to be the initial sample; 

Fig.3  Pilot allocation sheme 

Data Pilot Virtual pilot

)0(k )1(k )1( −Lk

… …
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( ) ( )
1;

j j
k kw w −=  

( ) ( ) ( ) ( )
1 1,  ;j j j j

k k k k− −= =h h Σ Σ   
} 

Else 
For (j=1,…,M)  { 

For each ia ∈S  compute ( )
,
j

k iα  based on Eq.(35); 

Draw ( )j
k iX a= from the set S  with probability ( )

, ;j
k iα  

Compute the importance weight:  
 

( ) ( ) ( )
1 , ;

i

j j j
k k k ia

w w α− ∈
= ⋅∑ S

 
 

Update the a posterior mean and covariance of 
channel vector based on Eq.(32); 

} 
} 
Compute the a posteriori probability of the data symbol 

 

( ) ( )
0: 1 1

1
( | ) ( ) .

M
j j

k i N k i N
j

p X a Y X a wδ− −
=

= ≅ −∑         (37) 

 
It can be seen that the initial samples ( )

1{ }j M
p jX =  

are drawn from a sample space composed of totally 
2J(L−1) points with Xk(0) being a pilot tone whose 
value is known, while the size of the channel space is 
infinite, apparently drawing samples of the vector Xp 
is simpler than drawing samples of the channel vector 
h directly.  
 
 
SIMULATION RESULTS 
 

In our simulation, we employ Jakes channel 
model with L=4, with the power profile for each tap 
being 0, −3, −6, −9 dB respectively. We also simulate 
the system with channel order L=2 with the power 
profile for each tap being 0, −3 dB respectively. For 
simplicity, the entire channel bandwidth, i.e. 400 kHz, 
is divided into 64 subcarriers, i.e. N=64. A convolu-
tional code with rate 1/2, constraint length 3 and gen-
erator (5, 7) in octal notation is used, and the BPSK 
and QPSK modulation methods are employed. Both 
previous blind SMC detection and the newly-built 
one are simulated. For the previous blind SMC 
detection, differential encoding is necessary with the 
first symbol being used as reference. While in our 
proposal, differential encoding is not necessary, one 
pilot is inserted in each OFDM block to resolve phase 
ambiguity, and subcarries {4, 20, 36, 52} are one pilot 
and three virtual-pilots, which are equispaced on FFT 
grid as shown in Fig.3.  

Fig.4a shows the bit error rate (BER) of the 
newly-built SMC blind detection compared with the 
previous SMC detection. It is seen that the perform-
ance of the proposal is close to the lower bound 
achieved by coherent detection using pilot-aided 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4  BER performance of the newly-built blind SMC 
detection for OEM (a) compared with the previous one; 
(b) compared with different channel orders; (c) com-
pared with QPSK modulation and different numbers 
of samples  
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estimation of channel at high SNR, while the proposal 
does not perform as well as the pilot-aided scheme at 
low SNR, with the previous blind SMC detection 
undergoing performance degradation compared with 
the lower bound. For the coded OFDM, the proposed 
blind detection outperforms the previous blind SMC 
detection because more channel information can be 
retrieved in the proposal than in the previous ap-
proach. The BER performance of the proposed blind 
detection for channel model order L=2 and L=4 with 
samples M=8 is compared in Fig.4b, showing that the 
former is better than the latter, as the performance of 
channel estimation over the channel model L=2 is 
better than the channel model L=4. Fig.4c shows the 
BER performance of the proposal for QPSK modula-
tion scheme with different numbers of samples, which 
are M=16, 32 and 64 respectively, It is shown that the 
BER performance is improved with the increase of 
samples. 
 
 
CONCLUSION 
 

In this paper, we present a newly-built blind 
detection for OFDM systems via SMC in factor 
graphs. The blind detection is developed based on the 
sum-product algorithm and importance sampling 
method. We generate initial samples of the vir-
tual-pilot tones instead of drawing initial samples of 
the channel vector directly. And then the newly-built 
blind detection is developed without differential en-
coding and fewer Monte Carlo samples should be 
generated. It is shown that the newly-built blind de-
tection can be constructed more simply and provide 
performance improvement. 
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APPENDIX A 
 

For a generated sample of virtual-pilot tones, 
which is ( ) ( )

(0) ( 1),..., ,j j
k k LX X −  the sample of channel 

vector can be written as 
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Consider constant modulus modulation, M-PSK, and 
assume ( ) H ( )

( ) ( )( ) =1,j j
k i k iX X  thus Eq.(A1) can be rewrit-

ten as 
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For the symbol Xk from set ,S ( )j
kµ  can be evaluated 

as 
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It is known that for M-PSK modulation and ,s∈S  
s′=s⋅e2πm/M (1≤m≤M−1) is also in symbol alphabet ,S  
and then we have 
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It is shown that, when ( )j
kµ  is computed, the combi-

nation of symbol Xk and virtual-pilot tones ( )j
pX  

cannot be distinguished from the combination of kX  

and ( ) .j
pX  

As ( ) ( ) 2π /
( ) ( )e
j j m M

k i k iX X≠ for 1≤m≤M−1, if any 

subcarrier from the set k(0),…,k(L−1) can be used as a 
pilot tone, then there exists no combination of kX  

and ( ) ,j
pX  which can not be distinguished from the 

combination of Xk and ( ) ,j
pX  and then the phase am-

biguity is resolved. 
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