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Abstract:    Single instruction multiple data (SIMD) instructions are often implemented in modern media processors. Although 
SIMD instructions are useful in multimedia applications, most compilers do not have good support for SIMD instructions. This 
paper focuses on SIMD instructions generation for media processors. We present an efficient code optimization approach that is 
integrated into a retargetable C compiler. SIMD instructions are generated by finding and combining the same operations in 
programs. Experimental results for the UltraSPARC VIS instruction set show that a speedup factor up to 2.639 is obtained. 
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INTRODUCTION 
 

Nowadays more and more attention is paid to 
multimedia application domain. The trend of using 
multimedia will increase in the future. In the multi-
media application, there are many programs involved 
executing the same operation on different elements of 
a large data set (e.g., an array). In the traditional 
computing model, a single instruction can only deal 
with a single data element, which is not very efficient 
for the intensive computation of multimedia applica-
tions. The single instruction multiple data (SIMD) 
model allows the same arithmetic or logical operation 
to be performed on multiple data elements using one 
instruction and large registers (called SIMD registers). 
For example, a 64-bit SIMD register can be logically 
split into four sub-registers to store four 16-bit data 
elements and identical computations are performed 
on these data elements simultaneously. It can lead to a 
more efficient program obviously. Moreover, it also 
can obtain better register utilization by packing mul-
tiple data elements into a single large SIMD register. 
In order to improve the performance of multimedia 
process, SIMD model is widely used on generic- 

purpose processors (e.g., Sun VIS, Intel MMX/SSE/ 
SSE2 and Motorola AltiVec) and DSP processors 
(such as TI C6x and Philips Trimedia). These proc-
essors with SIMD instructions are known as media 
processors which are designed for handling audio, 
video, image and communication tasks. 

In general, many multimedia applications are 
written in assembly code by hand. Although this ap-
proach can take full advantage of the processor’s 
SIMD capability, it will lead to poor readability of 
code, portability problem and high cost of software 
development. With increasingly fierce competition in 
the market, this approach no longer meets the re-
quirement of the short development cycle. A better 
solution is to compile the programs written in 
high-level programming language into SIMD in-
structions. It can overcome the shortcomings of using 
assembly code while still taking full advantage of the 
processor’s SIMD capability. However, the traditional 
code generation techniques are not well suited for 
SIMD instructions generation (Aho et al., 1987). As a 
result, most current compilers cannot directly exploit 
SIMD instructions. 

This paper presents an approach of SIMD in-
structions generation for media processor from ANSI 
C programs, without use of compiler-known built-in 
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functions. And we discuss the challenges and con-
siderations involved in implementing the approach on 
the LCC compiler (Fraser and Hanson, 1995) for 
SPARC processor with VIS instruction set. 

The rest of this paper is organized as follows. 
Some related work is discussed in Section 2. Section 3 
describes the structure of the LCC compiler. Detailed 
description of our approach of SIMD instructions 
generation is provided in Section 4. The testing plat-
form and experimental results are presented in Sec-
tion 5, and Section 6 concludes the paper. 
 
 
RELATED WORK 
 

Most compilers have limited ability to exploit 
SIMD instructions. Many of them provide semi- 
automatic SIMD instructions support through com-
piler-known built-in functions, which are special 
functions embedded in high-level programming lan-
guages. They will be mapped to SIMD instructions by 
compilers. Programmers can write programs in high 
level programming language and these programs can 
utilize SIMD instructions as efficiently as those 
written in assembly language. However, portability of 
such programs is poor since different target proces-
sors offer different sets of compiler-known built-in 
functions. 

It is possible to develop a high level SIMD 
language which defines a set of common SIMD op-
erations and provide a portable programming model 
for the SIMD instructions of a variety of media 
processors. Some SIMD languages such as SWARC 
(SIMD within a register) (Fisher and Dietz, 1998) and 
MMC (Multimedia C) (Bulic and Gustin, 2003) have 
been developed. The disadvantage of this approach is 
that it introduces a new programming language, re-
quiring the applications to be rewritten to achieve 
portable usage of SIMD capabilities of the target 
processors. 

Automatic generation of SIMD instructions has 
been tried out in both academia and industry. Most of 
the techniques considered in these studies are based 
on traditional loop-based vectorization (Allen and 
Kennedy, 1987). Vectorization has been used to gen-
erate vector instructions for vector supercomputers. 
Because of the similarity between vector instructions 
and SIMD instructions (Ren et al., 2003), it is natural 

applying vectorization to generate SIMD instructions. 
The strategy of this approach is to find loops which 
can be vectorized. If vectorization is possible, com-
piler-known functions are inserted into the source 
program through language extensions by the compiler 
(Krall and Lelait, 2000; Sreraman and Govindarajan, 
2000; Naishlos, 2004). In (Bik et al., 2002) loops are 
vectorized to generate SIMD instructions by using 
traditional compiler optimizations and loop trans-
formations. These transformations can increase the 
opportunities for exploiting implicit parallelism in a 
program. 

On the other hand, there are some approaches 
(Larsen and Amarasinghe, 2000; Krall and Lelait, 
2000; Leupers, 2000; Hohenauer et al., 2006; Pryan-
ishnikov et al., 2007) targeting basic blocks rather 
than loops. In (Leupers, 2000) a SIMD instructions 
generation approach based on the combination of 
traditional instruction selection and ILP (integer lin-
ear programming) is presented. Highly optimized 
assembly codes with SIMD instructions are obtained 
in this approach. However, it takes too much time to 
solve ILP problems and the time required to solve ILP 
problems may be unacceptable. Larsen and Amaras-
inghe (2000) proposed an algorithm for SIMD in-
struction generation. The approach is performed 
within a basic block by detecting the structurally 
equivalent statements whose semantics allow them to 
be executed in parallel. Such statements are packed 
together into small groups and the groups are merged 
until they reach the size of SIMD instructions. 

Our approach presented in this paper is a basic 
block approach since it is simple and effective com-
pared with the loop vectorization approach. Fur-
thermore, our SIMD generation algorithm is machine 
independent. It is implemented as a special optimiza-
tion on the compiler. The algorithm combines several 
structurally equivalent intermediate representation 
(IR) operations into a single IR operation with the 
corresponding SIMD operators. IR is accepted by the 
back end of the compiler and SIMD instructions are 
generated by the code generator. 
 
 
LCC OVERVIEW 
 

LCC is a widely used compiler for ANSI C 
(Fraser and Hanson, 1995). It is a retargetable com-
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piler and has been ported to the SPARC, MIPS, X86 
and other target processors. Similar to most other 
compilers, LCC as described in Fig.1 can generally be 
divided into two parts: front end and back end. The 
front end which is target-independent performs lexi-
cal, syntactic, and semantic analysis, IR generation 
and some target-independent optimizations. During 
the IR generation stage, LCC generates trees and the 
task of the back end is mapping the trees into tar-
get-dependent assembly code. The back end is further 
divided into a target-independent part and a target- 
dependent part which is generated from machine 
description (MD) file by using the lburg, a code- 
generator generator (Fraser et al., 1992). Each target 
processor that LCC supports has its own MD file 
which models the target processor instruction set 
architecture (ISA). Since the usage of MD file in 
compiler reduces the difficulty in retargeting, we can 
quickly get compiler support for a new target proc-
essor by rewriting the MD file. 
 
 
 
 
 
 
 
 
 

The instruction set of the target processor is 
represented as a set of rules in MD file. Each rule 
contains a tree pattern which consists of terminal and 
non-terminal symbols, an assembly code template 
and a cost part. Non-terminal symbols correspond to 
statements, variables, registers, constants and so on. 
Terminal symbols represent operations such as addi-
tion, multiplication, loading and storing. The code 
template part of the rule contains the assembly code 
which will be inserted into the target code when the 
rule is used. And the cost part is used by instruction 
selector to minimize the assembly code size. 

The instruction selector is part of the back end 
and in LCC it is generated automatically from a 
specification defined in the MD file by lburg. In-
struction selection is performed at the tree level. For 
each tree of the program, the instruction selector uses 
tree pattern matching and dynamic programming to 
compute an optimal tree cover with the lowest cost in 
linear time. 

COMPILER OPTIMIZATIONS FOR SIMD IN-
STRUCTIONS 
 

In this section, our approach of SIMD instruc-
tions generation for LCC compiler is presented. As 
described in the previous section, instruction selec-
tion is performed on only one IR tree at a time. But a 
SIMD instruction generation frequently needs to find 
operations from different trees. Hence LCC cannot be 
used directly to generate SIMD instructions. 

Our approach is performed on the trees almost 
directly after the trees have been generated by the 
compiler’s front end. A directed graph called “use 
graph” whose nodes are data elements is constructed. 
After the use graph construction, the memory opera-
tions of several structurally equivalent trees are 
grouped together. Each operation accesses data of the 
same size, and the total size of accessed data is equal 
to the size of the SIMD register. The memory opera-
tions in a group are sorted by their effective addresses. 
Once the memory operations are grouped, the arith-
metic and logical operations of the trees are grouped 
together. Finally, all grouped operations of the trees 
are combined into SIMD operations which will gen-
erate SIMD instructions in the code generation stage. 

Compared to (Larsen and Amarasinghe, 2000)’s 
approach, our approach is more powerful in terms of 
utilizing the use graph to manipulate some informa-
tion of data elements and is also less expensive be-
cause analyses are performed on the use graph rather 
than on the IR structures of the compiler. On the other 
hand, Larsen and Amarasinghe (2000)’s approach 
locates statements with adjacent memory references 
and packs them into groups of two at a time. When 
more such groups are discovered, all groups are then 
merged into larger clusters with size consistent with 
the number of operations that one SIMD instruction 
can perform. Whereas ours locates statements with 
adjacent memory references and directly packs them 
into groups with the same size as that one SIMD in-
struction can perform. Another major difference is 
that Larsen and Amarasinghe (2000)’s approach tar-
gets three-address representation while our approach 
is for tree representation. Thus, the code generation 
for SIMD instructions is quite different. 
 
Loop unrolling 

In our approach SIMD instructions generation is 
focused on the basic block. SIMD instructions are 

Fig.1  Framework of LCC  
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extremely useful for improving loop performance in 
multimedia applications. To make the statements in 
different loop iterations appear in one basic block, 
loop unrolling technique is needed. Loop unrolling, 
where loop body is duplicated with a given unrolling 
factor, can result in large basic blocks and thereby in a 
high potential for SIMD instructions generation. 

The first step of loop unrolling is to compute the 
unrolling factor. This is done by scanning all the 
statements in the loop. The unrolling factor is set 
depending on the data types in the loop body. For 
example, if the array in the loop contains 16-bit ele-
ments and the size of SIMD register is 64 bits, the 
unrolling factor is set to 4 (=64/16) and three other 
copies of the loop body are needed. 
 
Use graph 

After the loop has been unrolled, the algorithm 
performs some analyses such as adjacent memory 
search and data dependence analysis which need 
some information about the IR nodes, especially the 
memory addresses. The IR in LCC, i.e. trees, is not 
suited for these analyses since the information about 
data arrays such as base address and offset is distrib-
uted in various tree nodes. To reduce the complexity 
of algorithm implementation, a kind of directed 
graphs defined in (Osman and Williams, 2003) called 
use graph is constructed. 

A node of the use graph represents a variable or 
an operation in a statement. The variables which are 
defined in statements are represented as root nodes in 
the use graph, while the variables which are used in 
statements are represented as leaf nodes in the use 
graph. The operator nodes in the use graph represent 
the arithmetic operations in statements. After the root 
nodes, operator nodes and leaf nodes are constructed, 
the edges are then added between relative nodes in the 
use graph. Figs.2a and 2b show the LCC compiler’s 
IR-tree and the use graph for the statement a[i]= 
b+c[i], respectively. The tree needs many nodes to 
represent one variable while the use graph needs only 
one node, especially for the array variables such as a[i] 
and c[i] in this example. The use graph is very useful 
for adjacent memory search and data dependence 
analysis performed in our approach. 

There is data dependence between two nodes if 
they have the same base address and offset or the 
same variable. The nodes with data dependence are in 

the same strongly connected component (SCC). Data 
dependence analysis is to find the nodes with data 
dependence and add them into the same SCC. Do this 
until each node in the use graph appears in one of the 
SCCs. The trees can be grouped together only if the 
nodes in the corresponding use graph appear in dif-
ferent SCCs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
SIMD instructions combination 

For the given trees generated by LCC compiler’s 
front end, we perform an algorithm that combines 
related tree nodes into a new tree node which will be 
accepted by the instruction selector to generate SIMD 
instructions. The innermost loops are unrolled a few 
times which are determined by the unrolling factor 
and all basic blocks including basic blocks of unrolled 
loop are inspected. Since memory operations (loads 
and stores) for SIMD instructions must access con-
secutive data, adjacent memory searches are per-
formed to find several nodes with memory operations 
with adjacent memory addresses in the use graph. 
When the number of selected nodes reaches the 
number of operations which one SIMD instruction 
can perform, the trees corresponding to the use graph 
are grouped into SIMD sets. 

Fig.2  Intermediate representation. (a) LCC’s original
IR-tree; (b) Use graph 
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A SIMD set is a set of trees whose nodes can 
potentially be combined into one SIMD node. Once 
the trees are grouped into a SIMD set, several analy-
ses are performed to check whether the candidates’ 
nodes in the SIMD set can be combined. They can be 
combined into one SIMD node if 

(1) Operations in each candidate’s nodes are 
compatible with each other, i.e., they can be imple-
mented by one instruction in the target ISA; 

(2) There is no data dependence between each 
candidate (check whether the candidates are in dif-
ferent SCCs); 

(3) The addresses of memory operations must be 
consecutive. 

After a successful combination of each SIMD set, 
the trees grouped in SIMD sets are replaced by com-
bined trees with SIMD nodes. The name of LCC’s 
tree node is constructed by a generic operator, a type 
suffix and a size indicator. For example, given a ge-
neric operator “ADD”, a type suffix “I”, and a size 
indicator “8”, an operator is specified as “ADDI8”, 
which denotes 8-byte integer addition. This method is 
suited for general operation but is incapable of rep-
resenting SIMD operation since a SIMD operation 
contains several individual general operations. 
Therefore it is necessary to make some modifications 
on LCC’s tree node. Considering the compatibility 
with the general operation, a tag is attached to the tree 
node. If the value of the tag is zero, the operator is a 
general operation; otherwise the operator is a SIMD 
operation and the value of the tag denotes the number 
of the sub-registers of SIMD register. For example, 
for the target processor with 64-bit SIMD register, the 
operator ADDM8 with tag=4 denotes this operation is 
a SIMD operation and the individual operation is 
16-bit addition, i.e., the operation is a SIMD addition 
with four individual 16-bit additions operated in the 
64-bit SIMD register. 

The description of SIMD instructions is added in 
the MD file. Instruction selector accepts trees with the 
additional tag in the tree node. The right code will be 
generated by the code generator according to the tag 
value. 
 
 
EXPERIMENTAL RESULTS 
 

This section presents performance improve-
ments with the use of SIMD instructions on the Ul-

traSPARC architecture. The UltraSPARC is LOAD- 
STORE architecture with VIS instruction set 
(Tremblay et al., 1996). VIS instruction set is a set of 
SIMD instructions which are extensions to the stan-
dard SPARC V9 instruction set. VIS instructions 
partition 64-bit floating point registers to hold multi-
ple short integer variables and perform arithmetic and 
logic computation on the sub-registers, as well as 
conversion between the different formats such as 
packing and unpacking instructions. 

In our experiments, to show the effectiveness of 
the proposed algorithms, the speedup factors are 
evaluated with the use of SIMD instructions for some 
kernel programs from the DSPStone benchmarks 
(Zivojnovic et al., 1994). These programs, consisting 
of vector addition, dot product, fir filtering, matrix 
operations, n_real_updates and n_complex_updates, 
show the effect of the proposed algorithm for Ul-
traSPARC processor. All of the programs are exe-
cuted on UltraSPARC-IIIi 1.5 GHz workstation with 
Solaris 10 operating system. Execution time and 
speedup for the test suites are shown in Table 1. 
VIS-LCC, our compiler which generates VIS in-
structions, is compared with the LCC compiler which 
does not use these SIMD instructions. Columns 2 and 
3 give the execution time of the benchmarks with and 
without exploitation of SIMD instructions, respec-
tively. Column 4 shows the speedup for the test suites. 
Most arithmetic instructions of VIS instruction set 
work on 16-bit sub-registers, especially the multipli-
cation instructions. Therefore, all experiments have 
been carried out with 16-bit data types and the un-
rolling factor is 4. Each test suite is executed multiple 
times and the execution time is averaged. In Fig.3 we 
compare the speedups obtained by VIS-LCC with that 
obtained by GCC 4.1 (Naishlos, 2004) applying 
vectorization described in Section 2. 

 
 
 
 
 
 
 
 
 
 
 

 
Execution time (μs) 

Benchmark 
VIS-LCC LCC 

Speedup
(times)

vector addition 101 252 2.495 
dot product 572 725 1.267 
n_real_updates 164 419 2.555 
n_complex_updates 507 1338 2.639 
fir 796 725 0.911 
matrix1 75 722 106 803 1.410 

Table 1  Speedup of execution time on UltraSPARC
processor by using SIMD instructions 
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As illustrated by Table 1, a relatively satisfactory 
speedup was obtained in most cases. For vector addi-
tion, n_real_updates and n_complex_updates, the 
achieved speedups are between 2.495 and 2.639. 
Because these programs can almost be completely 
vectorized, few additional instructions are needed. 
For the programs of dot product and matrix operations, 
the speedup is a bit lower since some operations such 
as reduction, which is used to construct a single value 
by combining the elements of a vector or array, cannot 
be used directly to generate SIMD instructions. 
However, a speedup between 1.267 and 1.410 was 
still achieved. There is also a counter example, i.e., fir 
filter, where a slowdown has been measured. A de-
tailed analysis revealed that this is because only a 
small fraction of this program can be mapped to 
SIMD instructions and data reorganization is needed 
in this small fraction program. Thus, it results in many 
additional instructions such as packing and unpacking 
instructions. 

Fig.3 shows the speedups obtained by our ap-
proach and vectorization. An average speedup of 
1.880 was achieved by VIS-LCC, while an average 
speedup of 1.684 was achieved by GCC vectorizer. 
As illustrated in Fig.3, in most cases our approach 
obtained better results than vectorization. However, 
as to dot product and fir, there are some idiom opera-
tions such as reduction. Since it is not very good 
support for these operations in our approach, the 
speedups are lower than those of vectorization. 
Therefore, our approach’s improvement will focus on 
idiom operations support in the future. 

 

CONCLUSION 
 

In this paper, a target-independent approach for 
SIMD instructions generation is presented. This ap-
proach has been implemented on LCC. The 
SIMD-enabled LCC-based compiler can fully utilize 
the SIMD instructions. The experimental results show 
that the SIMD instructions are generated efficiently 
and the performance of SIMD computation is im-
proved. We can easily port the compiler to other me-
dia processors with SIMD instruction set since the 
algorithm is performed before code generation as an 
optimization of IR. Furthermore, this approach can 
not only be implemented on LCC but also be applied 
to any other compiler with the tree IR code. 

Future work will focus on recognizing idiom 
operations such as saturation, min/max, reduction, etc. 
from multimedia applications. At the same time, we 
would also like to integrate the energy cost model into 
our approach to estimate whether it is profitable to use 
SIMD instructions. 
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