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Abstract:    Finger vein recognition is a biometric technique which identifies individuals using their unique finger vein patterns. It 
is reported to have a high accuracy and rapid processing speed. In addition, it is impossible to steal a vein pattern located inside the 
finger. We propose a new identification method of finger vascular patterns using a weighted local binary pattern (LBP) and support 
vector machine (SVM). This research is novel in the following three ways. First, holistic codes are extracted through the LBP 
method without using a vein detection procedure. This reduces the processing time and the complexities in detecting finger vein 
patterns. Second, we classify the local areas from which the LBP codes are extracted into three categories based on the SVM 
classifier: local areas that include a large amount (LA), a medium amount (MA), and a small amount (SA) of vein patterns. Third, 
different weights are assigned to the extracted LBP code according to the local area type (LA, MA, and SA) from which the LBP 
codes were extracted. The optimal weights are determined empirically in terms of the accuracy of the finger vein recognition. 
Experimental results show that our equal error rate (EER) is significantly lower compared to that without the proposed method or 
using a conventional method. 
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1  Introduction 
 

As security requirements increase, biometric 
techniques, including face, fingerprint, iris, voice, and 
vein recognitions, have been widely used for personal 
identification (Jain et al., 2004). Biometrics has been 
applied to building access control, immigration con-
trol, and user authentication for financial transactions. 
Although vein recognition has not been as widely 
adopted as fingerprint, face, and iris recognition, it 
has some advantages. Since vein patterns exist inside 

the skin, it is very difficult to steal them. In addition, 
the vein patterns are not easily altered by other factors 
such as dry or wet skin (Wang and Leedham, 2006; 
Watanabe, 2008). Retina vein recognition is one form 
of vein pattern recognition, which identifies a user 
based on retinal vascular patterns. Since a view of the 
retinal veins is contained within the pupil, a special 
camera device is required to obtain the vein patterns 
and the user must place his/her eye close to the cam-
era (Usher et al., 2008; Sukumaran and Punithavalli, 
2009). Vein patterns on the back of the hand have 
been adopted for matching in hand vascular identifi-
cation (Ding et al., 2005; Ferrer et al., 2009). Palm 
vein recognition, investigated in previous studies, 
uses vein patterns in the palm for personal identifica-
tion (Lin and Fan, 2004; Watanabe, 2008). Hand and 
palm vein recognitions, however, have a disadvantage 
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in that the dimensions of the device are inevitably 
large because the vascular features from the whole 
hand are extracted while capturing a vein image. To 
overcome this problem, many researchers have in-
vestigated the biometrics of finger veins (Miura et al., 
2004; 2007; Zhang et al., 2006; Choi et al., 2009). In 
Yanagawa et al. (2007), for example, the finger vas-
culature was known to be a high security level bio-
metric due to the pattern richness. The vein patterns of 
each finger from a given person are known to differ 
from each other. There are two categories of previous 
finger vein recognition algorithms: one that adopts 
the local vein shape and one that uses the holistic vein 
texture. The finger vein recognition algorithms based 
on the local vein shape have included the finger vein 
extraction process. Miura et al. (2004) introduced the 
method to locate finger vein patterns. It uses the it-
erative procedure for tracing vein lines. They took 
advantage of the characteristic that a finger vein is 
continuously connected. In their experiments with 
678 images, the error of vein recognition (the equal 
error rate, EER) was 0.145% (Miura et al., 2004). In 
later research by Miura, the vein was located with 
information from a cross-sectional contour (Miura et 
al., 2007). In general, the finger vascular region is 
darker than the skin area, and the cross-sectional 
contour of the finger vein is represented as a valley. 
Based on this property, Miura et al. (2007) detected 
the vein position at which the calculated curvature 
value reached a maximum based on the cross-  
sectional profiles in four directions. They obtained an 
EER of 0.0009% in experiments with 678 finger vein 
images. Also, Choi et al. (2009) introduced a new 
method for finger vascular extraction. In their re-
search, the vein image from the same finger was 
known to be altered by uneven illumination and 
changes in physical condition. To overcome these 
problems, they used gradient normalization, curvature 
calculation, and binarization. Gradient normalization 
makes the curvature of a vein pattern fairly uniform. 
This method requires, however, considerable proc-
essing time for finger vein extraction. The accuracy of 
finger vein extraction is reduced when the finger vein 
image captured is of low quality; thus, recognition 
accuracy can be also reduced. Finger vein recognition 
algorithms based on the holistic vein texture do not 
perform finger vein extraction (Jang YK et al., 2008; 
Lee et al., 2009), so they need less processing time. 

Jang YK et al. (2008) proposed a local binary pattern 
(LBP) based identification method of finger vascular 
patterns. They segmented the foreground area of the 
finger and normalized it into 50×20 pixels. Without 
extracting a finger vein, they performed finger vein 
recognition by extracting LBP codes from the nor-
malized image. They found, however, that LBP- 
based finger vein recognition had a lower accuracy 
than finger vein recognition based on the local vein 
shape because the LBP codes were taken from both 
the finger skin and the finger vein regions. Therefore, 
they discriminated between the finger vein region and 
the skin region based on the standard deviation in a 
local area of 3×3 pixels. They did not use the LBP 
codes extracted from the finger skin region for both 
enrollment and recognition. The finger vein region 
and skin region, however, were not completely dis-
criminated by using the standard deviation, because 
the boundary between the finger vein region and the 
skin region was indistinct in the captured image. This 
caused incorrect classification between the finger 
vein and skin regions, which decreased the recogni-
tion accuracy. Lee et al. (2009) proposed a method of 
reducing the positional disparities of the vein images 
with the minutiae of vein, matching based on LBP. 
They also adopted a simple method of discriminating 
vein and skin regions based on the standard deviation 
obtained in a similar fashion. 

To solve the above-noted problems, a new iden-
tification method of finger vascular patterns is pro-
posed using weighted LBP codes based on a support 
vector machine (SVM). This research is novel in the 
following three ways. First, the holistic texture codes 
are extracted from the finger vein region using the 
LBP method without the vein detection procedure. 
This can reduce the processing time and the com-
plexities of detecting the finger vein patterns. Second, 
we classify the local areas from which the LBP codes 
are extracted into three categories based on an SVM 
classifier: local areas including a large amount (LA), a 
medium amount (MA), and a small amount (SA) of 
vein patterns. Third, different weights are assigned to 
the extracted LBP code according to the types of local 
areas (LA, MA, and SA) in which the LBP codes are 
extracted. The optimal weights are determined em-
pirically in terms of the finger vein recognition  
accuracy. 
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2  The proposed method 

2.1  Introduction of the proposed method 

Our method is depicted in Fig. 1. First, the 
finger vein image is acquired, as shown in Fig. 2 
(Jang YK et al., 2008; Lee et al., 2009). The fore-
ground area of the finger is segmented using masks 
(Fig. 3). The segmented finger region is then nor-
malized into 150×60 pixels, and then sub-sampled to 
50×20 through average filtering with 3×3 mask con-
sidering real-time processing. For brightness nor-
malization of the sub-sampled image, histogram 
stretching and the shifting of the mean gray value are 
performed. Then, the LBP codes are extracted from 
the 3×3 local area, and then we give different weights 
to the LBP codes according to the LA, MA, and SA. 
For classifying the local areas into LA, MA, and SA, 
we use the SVM based on the mean and standard 
deviations of the gray values in the local area. Finally, 
authentication is performed by calculating the ham-
ming distance (HD) between the weighted LBP codes 
of registered and currently captured finger vein  
images. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.2  Acquiring the finger vein image 

As shown in Fig. 2, the device is designed to 
minimize the contact area of the finger. Thus, our 
device has two advantages over conventional finger 
vein capturing devices. First, it does not maintain a 
latent fingerprint on the sensor surface. Second, it can 
reduce user’s discomfort by reducing sensor contact. 

The proposed device uses a charge-coupled de-
vice (CCD) Web camera (Fig. 2a) that has a universal 
serial bus (USB) interface (Quickcam Pro 4000, 

http://www.logitech.com/index.cfm/432/269). Since 
the finger vein pattern is visible using near-infrared 
(NIR) light, the visible light passing filter of the Web 
camera was removed. An NIR passing filter is in-
cluded inside the camera. In this case, the NIR filter 
passes NIR light with wavelengths greater than 
750 nm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

To make the finger vein pattern distinctive, an 
additional 5 NIR light emitting diodes (LEDs) are 
attached to the upper part of the device, as shown in 
Fig. 2a (Lee et al., 2009). The gray level of finger vein 
is lower compared to the skin area because the he-
moglobin in the vein accepts more NIR light than the 
other tissues (Wang and Leedham, 2006). In general, 
arteries have oxygenated hemoglobin and veins have 
deoxygenated hemoglobin. NIR light with a wave-
length greater than 760 nm is absorbed in deoxygen-
ated hemoglobin. The NIR light with a wavelength 
around 930 nm is absorbed best (Watanabe, 2008). 
The sensing ability of a conventional charge-coupled 
device (CCD) sensor, however, is degraded according 
to the increase in the wavelength of the NIR light. In 
more detail, the image brightness recorded by the 
CCD camera with a 930 nm wavelength is darker than 
that recorded with the wavelength of 760 nm. Thus, 
considering the trade-off between the image bright-
ness caused by the sensing ability of the CCD sensor 
and the absorption amount of deoxygenated hemo-
globin, we chose the 850 nm wavelength NIR illu-
minators by experimentation. 

A hot-mirror was used in the proposed device. 
The hot-mirror has the characteristics of reflecting the 
NIR light and transmitting the visible light. Based on 
that, the hot mirror, which is slanted at 45°, was po-
sitioned in front of the USB camera (Fig. 2a). As a 

Fig. 1  The overall procedure of the proposed method 

Acquiring finger vein image

Segmentation of finger region

Histogram stretching and 
brightness normalization

Classification of local areas 
into LA, MA, and SA by SVM

Code extraction by LBP

Weighted code matching

Finger vein recognition

(b) 

Fig. 2  The proposed device for acquiring the finger vein 
image (Lee et al., 2009) 
(a) Device structure; (b) Using the device 

(a) 

5NIR LEDs  
(850 nm) 

USB camera 

Hot-mirror 
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result, the height of the device was reduced. Conse-
quently, the size and cost of the proposed device were 
much reduced. 

2.3  Segmentation of the finger region 

After capturing a finger vein image, we seg-
mented the finger region by using masks in Fig. 3 and 
the upper and lower boundaries of the finger region 
were easily detected. Based on the convolution value 
of the mask in Fig. 3, the boundary position of the 
finger was segmented. This procedure was iterated at 
each X position and thus the consequent boundary 
lines were obtained (Jang YK et al., 2008; Lee et al., 
2009).  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 shows some examples of the finger re-
gions that are segmented using masks. We normalized 
the segmented finger region into 150×60 pixels to 
reduce the variations of the magnification factor of 
the finger in the image. This size normalization was 
achieved by linear stretching of the foreground area of 
the finger. Fig. 5 shows the stretched images. Finally, 
it is sub-sampled to the image whose size is one third 
of the stretched image in both horizontal and vertical 
directions, through average filtering with 3×3 mask, 
to reduce computation time and noise components 
(Jang YK et al., 2008; Lee et al., 2009). 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 

2.4  Histogram stretching and brightness nor-
malization 

In general, the finger thickness affects the vari-
ations of the image brightness. The smaller the finger 
thickness, the higher the brightness of the finger vein 
image. An SVM was used to classify the local area of 
3×3 pixels into the LA, MA, and SA. These are the 
local areas including an LA, an MA, and an SA of 
vein patterns. Because the SVM is a supervised 
learning method and the mean gray value of the local 
area is used as one of the feature values, brightness 
normalization is a very important procedure for ob-
taining an optimal classification. Histogram stretch-
ing and the shifting of the mean gray values were 
performed for the brightness normalization. Here, the 
shifting of the mean gray values corresponds to the 
adjustment of the direct current (DC) level of the gray 
values from the 3×3 local area. 

2.5  Classification of the local areas by support 
vector machine 

The conventional SVM is used for two-class 
separation. Different from the multi-layered percep-
tron, the optimal classifier of the SVM is defined 
using the support vectors that exist near the optimal 
classifier line instead of the whole training data 
(Vapnik, 1998; Jang J et al., 2008). 

The region of the finger vein is difficult to dis-
tinguish from that of the finger skin because a diffu-
sion of the infrared light occurs as it passes through 
the finger. We classified the local area of 3×3 pixels 
into LA, MA, and SA using the SVM (Fig. 6). Jang 
YK et al. (2008) performed code matching without 
the classification of finger regions into the three 
categories. They classified the region into only vein 
and skin areas based on the standard deviation, which 
was calculated from the local area of 3×3 pixels 
where the LBP codes were located. The LBP codes Fig. 4  The image results of the segmented finger region 

Fig. 5  Examples of the stretched image 

(a) 

(b) 
Fig. 3  The finger detection masks for (a) the uppermost 
and (b) the lowermost boundary of the finger (Jang YK et 
al., 2008; Lee et al., 2009) 
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extracted from the skin area were not used for code 
matching. Both the vein and skin textures have 
meaning, however, for the discriminating users. In 
addition, the capability of the discriminating users for 
the vein area is changed according to the amount of 
the included vein pattern. Based on this, we intro-
duced the method of pre-classification of the local 
area of 3×3 pixels (in which the LBP codes are ex-
tracted) into the three categories LA, SA, and MA, 
based on the SVM classifier. 

 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

The LA category designates that the local area 
has a large amount of vein (Fig. 6b). The SA category 
has a small vein pattern in the local area (Fig. 6d). The 
MA category is used when the number of finger vein 
pixels is similar to that of the finger skin pixels in the 
local area (Fig. 6c). If the number of the dark pixels 
whose gray level is less than the predetermined 
threshold is greater than 70% of the total pixel num-
ber in the local area, the area is determined to be an 
LA. If the number of the dark pixels whose gray level 
is less than the predetermined threshold is less than 
about 30% of the total pixel number in the local area, 
the area is determined to be an SA. In any other case, 
the area is determined to be an MA. The predeter-
mined threshold and the 30% and 70% thresholds 
were determined by experiment. As shown in Fig. 6, 
the LA class has a low mean gray value and standard 
deviation, the MA class has a medium mean gray 
value and high standard deviation, and the SA class 
has a high gray value and low standard deviation. 

To train the SVM, we manually classified the 
local areas of a finger region into LA, MA, and SA. 
To better discriminate the local area, we selected a 
local area in the finger vein image of 150×60 pixels 
(Fig. 6a) instead of the sub-sampled image of 50×20 
pixels. Because the LBP codes are extracted in the 
sub-sampled image of 50×20 pixels, the mean and 
standard deviation values for the SVM training were 
calculated in the local area of the sub-sampled image 
of 50×20 pixels corresponding to that manually se-
lected in the finger vein image of 150×60 pixels. 

Fig. 7 shows the distributions of the LA, MA, 
and SA classes according to the mean gray values and 
the standard deviations obtained from 598 local areas 
of training data. Almost 43% of the whole database 
was selected for training. The others were used for 
testing. Based on the distributions in Fig. 7, the op-
timal classifiers that discriminated classes LA, MA, 
and SA were obtained by using SVM. A conventional 
SVM was used for the two-class classification and the 
MA class was the overlapped area of the LA and SA 
classes in Fig. 7. Thus, the following hierarchical 
methods were adopted to obtain the optimal classifi-
ers. At first, the SVM classifier that discriminated 
class LA and the others including classes MA and SA 
were trained. Then, a second SVM classifier, which 
discriminated the SA class, and two others for classes 
LA and MA, were trained. 

The mySVM software was used (Solla et al., 
2000; Jang J et al., 2008). Dot, polynomial, radial 
base, neural, and ANOVA kernels were used as SVM 
kernels for training. The radial base kernel with a 
gamma of 5 was selected to be the optimal kernel of 
two of the SVM classifiers. 
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Fig. 7  SVM classifications of data for large amount (LA), 
medium amount (MA), and small amount (SA) classes 

Fig. 6  Three classes of the weighted local binary pattern
(a) Finger region; (b) Large amount (LA) class; (c) Medium 
amount (MA) class; (d) Small amount (SA) class 
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2.6  Code extraction by local binary pattern 

The LBP operator was used for feature extrac-
tion in face and iris recognition because it is robust to 
illumination variances (Ahonen et al., 2006; Yang and 
Wang, 2007; Guo and Jones, 2008). It is expressed as 
Eqs. (1) and (2) (Ojala et al., 1996; 2002; Jang YK et 
al., 2008; Lee et al., 2009): 
 

7

c
0

LBP( , ) ( ) 2 ,n
a a n

n

x y s p p
=

= − ⋅∑                   (1) 

1, 0,
( )

0, 0,
x

s x
x
≥⎧

= ⎨ <⎩
                           (2) 

 
where pc and pn denote the gray value of the middle 
pixel and those of the surrounding ones inside the 
local area, respectively. For example, in Fig. 8, the pc 
is 97. p0, p1, p2, …, p7 are 82, 75, 84, 95, 113, …, 92, 
respectively. In the case that n=0, s(pn−pc)·2n is 
s(82−97)·20. Based on Eq. (2), s(82−97) is 0. 

Consequently, s(82−97)·20 becomes 0. With the 
same method, in the case that n=1, s(75−97) is also 0 
and s(75−97)·21 is 00 since 21 is 10. In the case that 
n=2, s(84−97) is also 0 and s(84−97)·22 is 000 since 
22 is 100. From that, we obtain the binary code of 
01110000 (Fig. 8). 
 
 
 
 
 
 
 
 

The LBP codes are extracted as 8 bits by the 
difference between the neighboring pixel and center 
pixel in the local area. Its size is 3×3 pixels. The local 
mask for the extraction of the LBP codes is moved in 
the horizontal and vertical directions with an overlap 
in the sub-sampled image of 50×20 pixels. Conse-
quently, the total number of bits of the LBP codes 
extracted from the sub-sampled image of 50×20 pix-
els equals 6912 (Jang YK et al., 2008; Lee et al., 
2009).  

The extracted 6912-bit binary codes represent 
the texture of the finger area including the veins and 
skin. These codes are matched with the enrolled ones 
through the operation of hamming distance (HD) (see 

Eq. (3) on the next page). Since the HD performs the 
exclusive-OR operation between the enrolled codes 
and those from the input image, if they are different 
(for example, the enrolled code is 0, but the input one 
is 1, or the registered one is 1, but the input code is 0), 
the HD increases. Thus, if the enrolled codes and 
those of the input image come from the same user, the 
HD is smaller; if the enrolled codes and those of the 
input image come from a different user, the HD is 
greater. The bits thus show the similarity of texture 
between the enrolled image and the input one. 

In Jang YK et al. (2008), the vascular code bits 
of vein area were discriminated from those of skin 
with control codes and LBP. The codes of a 3×3 area 
are all 1 if they are extracted from vein regions, and 
the codes are all 0 if they are extracted from skin 
regions. That is, if the 3×3 area for extracting the LBP 
codes is determined to be the vein region, the control 
codes become 11111111. If the 3×3 area for extracting 
LBP codes is determined to be the skin region, the 
corresponding control codes become 00000000. The 
standard deviations of the 3×3 area are used as a cri-
terion of distinguishing vein and skin regions (Jang 
YK et al., 2008). If the area includes the vein pattern, 
the standard deviation is greater; if it includes only the 
skin, the standard deviation is smaller.  

Therefore, the previous work of Jang YK et al. 
(2008) needed LBP codes of 6912 bits and control 
codes of 6912 bits for personal identification. As 
mentioned previously, because the region of finger 
vein is difficult to distinguish from that of the finger 
skin, the local areas are classified into the LA, MA, 
and SA using the SVM. Thus, the flags of the LA, MA, 
and SA are defined as 2 (10), 1 (01), and 0 (00), re-
spectively, to distinguish between them. As shown in 
Fig. 9, the flags are produced as 2 bits per local area of 
3×3 pixels; thus, the proposed method needed LBP 
codes of 6912 bits and control codes of 1728 
(6912/8×2) bits for personal identification. A total of 
8 bits are extracted from each local area of 3×3 pixels 
in Fig. 8. Thus, the number of bits is 6912/8. In each 
of the 8 bits from the local area of 3×3 pixels, the flags 
of 2 bits are used for discriminating the type of local 
area as LA, MA, and SA. Thus, the number of control 
codes is 1728 (6912/8×2) bits. Consequently, the total 
code length is decreased by 37.5% ([6912×2–(6912+ 
1728)]×100/13 824×100%) in comparison with the 
previous work. 
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Fig. 8  The local binary pattern (LBP) operator (Jang 
YK et al., 2008; Lee et al., 2009) 
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2.7  Weighted code matching and finger vein rec-
ognition 

The HD was used as the dissimilarity measure 
between the enrolled code and the code of an input 
image. When calculating the HD, we gave a different 
weight to the LBP codes according to the LA, MA, 
and SA. The HD is represented as 

 

( )1HD codeA codeB ,iw
N

= ⊗                (3) 

 
where codeA and codeB are the enrolled and the input 
codes, respectively, and ⊗ denotes an exclusive-OR 
operator.  

In addition, the wi denotes a weight which is 
determined in Fig. 10. While extracted codes of the 
input image are matched with the enrolled codes, we 
multiplied the matching result by the weights deter-
mined by the enrolled control codes and those of the 
input image. These weights w1–w6 were empirically 
determined in terms of the EER of finger vein recog-
nition. 

 
 

 
 
 
 
 
 
 
 
 
 
 
3  Experimental results 

 
We collected finger vein images for experiment. 

The number of subjects was 120 and finger vein im-
ages were obtained from eight fingers of each subject. 
The two thumbs were excluded because they are too 
short to capture by the proposed capture device. Pre-
vious studies did not use thumbs for the same reason 

(Zhang et al., 2006; Miura et al., 2007; Yanagawa et 
al., 2007; Jang YK et al., 2008; Lee et al., 2009). In 
addition, 10 finger vein images per finger were cap-
tured within a given time interval. Therefore, the 
database consisted of a total of 9600 finger vein im-
ages made up of 640×480 pixels and an 8-bit gray 
level. Fig. 11 shows some examples of finger vein 
images. 
 
 
 
 
 
 
 
 
 
 
 
 

To enhance the experimental confidence level, 
we performed cross-validation tests. That is, 43% of 
the images were randomly selected from the data-
bases for training. The others were used for testing. 
This procedure was iterated 10 times and the average 
value of the 10 trials was used to ensure the final 
accuracy. 

We empirically determined the optimal weights 
w1–w6 of Fig. 10 in terms of the accuracy of verifica-
tion. The EER was minimized to 0.049% when the w1 
to w6 were 0.1, 0.6, 0.7, 0.9, 0.5, and 0.6, respectively. 
The LA class is the most important feature in finger 
vein recognition because this class determines that the 
local area includes many finger vein pixels. The SA 
class is a less important feature because this class 
represents a local area with few finger vein pixels. So 
when the HD is calculated between the extracted 
codes of the input image and the enrolled codes, the 
weights related to the LA class such as w3, w4, and w6 
of Fig. 10 become greater than other weights.  

The recognition accuracy of the proposed me-
thod is compared to previous studies. As mentioned 
before, previous finger vein recognition algorithms 
can be divided into two categories: one uses the ho-
listic vein texture and the other uses the local vein 
shape. The previous method, based on the holistic 
vein texture, performed personal identification with 
simple LBP codes after discriminating the finger vein 
region and skin region by standard deviation in the 

Fig. 9  Extracted local binary pattern (LBP) codes of the 
3×3 local area with flags 

LBP codes 
Flags 

Fig. 11  Examples of the finger vein images of four dif-
ferent users 

Fig. 10  The weights determined by the enrolled and 
input control codes 
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local area whose size is 3×3 pixels. If both the en-
rolled and input vein codes were extracted from the 
skin region, they were not used for code matching 
(Jang YK et al., 2008). The previous study, based on 
local vein shape, performed personal identification 
using the modified Hausdorff distance after extracting 
the finger vein features. These are ridges, bifurcation, 
and endings (Kang and Park, 2009). The distance of 
two minutia point sets of the finger vein images was 
calculated by using the modified Hausdorff distance 
(MHD). Since the Hausdorff distance is sensitive to 
small perturbations or noise due to the use of sum-
mation of maximum distances (Huttenlocher et al., 
1993), this approach is not adequate for finger vein 
features with significant noise levels. To deal with 
such cases, the MHD was adopted (Dubuisson and 
Jain, 1994). P={x1, x2, ..., xm} is extracted from the 
input image; Q={y1, y2, ..., yt} is extracted from the 
enrolled image. Each component of the two sets is a 
minutia point. The input image is determined as 
genuine or imposter by comparing the MHD to the 
threshold (Kang and Park, 2009; Lee and Park, 2009). 
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The proposed method does not extract only the 

vein patterns. Instead, it uses all the information of the 
texture of the finger from vein and skin. The codes 
extracted by the LBP are shown from thick vein, thin 
vein, and skin areas, respectively, in Fig. 12. The HD 
between the thick vein area (Fig. 12a) and the skin 
(Fig. 12c) was 0.75. That between the codes from the 
thin vein area (Fig. 12b) and the skin (Fig. 12c) was 
0.875. That between the codes from the thick (Fig. 12a) 
and the thin vein areas (Fig. 12b) was 0.375. All of 
these HDs are greater than 0.138. In our system, if the 
HD of the input image is greater than 0.138, the input 
finger vein image is rejected as an un-enrolled one. 
The threshold was empirically determined and from 
this the minimum EER of recognition was obtained. 
From that, we can discern that the codes extracted 
from the thick vein, thin vein, and skin areas were 
different from each other and the vein information 
was actually being encoded by the proposed method. 

Fig. 13 shows that the database was collected by 
the proposed acquisition process including the in-
tra-class variations such as translation, rotation, and 

rolling of the finger. The intra-variations by transla-
tion and rolling were reduced by using the image 
stretching and the bit shifting matching in the hori-
zontal and vertical directions. Those by rotation were 
reduced using the LBP method (Jang YK et al., 
2008). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

However, in the case of severe rotation (greater 
than 17°), rolling (greater than 15°), or translation 
(greater than +60 pixels) (which seldom occurs al-
though allowing for natural movement of the finger 
when acquiring the image), false rejection can occur. 

Fig. 13 shows some false rejection cases. In our 
system, if the HD of the input image is greater than 
0.138, the input finger vein image is rejected as an 
un-enrolled one. This threshold was empirically de-
termined by which the minimum EER of recognition 
was obtained. The receiver operational characteristic 
(ROC) curves are depicted in Fig. 14. It describes the 
genuine acceptance rate (GAR) (100%–false rejection 
rate) of all the finger vein methods at various false 
acceptance rate (FAR) levels. Here, FRR is the error 
rate of the non-acceptance of the genuine user as an 
un-enrolled one. The FAR is that of falsely regarding 
an imposter user as a correct user. Our recognition 
error is lower than those of the previous methods at all 
FAR levels, as shown in Fig. 14. 

Fig. 15 and Tables 1 and 2 show that the pro-
posed method outperforms the previous ones (Wang 

Fig. 12  Examples of the local binary pattern (LBP) codes 
from thick vein, thin vein, and skin areas 
(a) Thick vein area; (b) Thin vein area; (c) Skin area 

 LBP code  

(a) 11111110 

(b) 01101111 

(c) 00010000 

150×60 pixel image 

50×20 pixel image 

(c)             (a)      (b) 
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et al., 2008; Jang YK et al., 2008; Lee et al., 2009). In 
the case presented in Table 1, we performed genuine 
tests which meant that Figs. 15a and 15b came from 
the same finger of a user. Table 1 indicates that both 
Jang YK et al. (2008)’s method and the proposed one 
showed ‘correct, accept’. Since the vein patterns were  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

not distinctive in the input image, the other previous 
methods of Wang et al. (2008) and Lee et al. (2009) 
showed a false rejection due to the incorrect detection 
of the vein patterns and vein minutia. These false 
rejections mean that the image is an enrolled one, but 
is not recognized. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 15  Examples of genuine and imposter tests 
(a) Enrolled image 1; (b) Corresponding recognized image 1; 
(c) Enrolled image 2; (d) Corresponding recognized image 2 

Enrolled image                             Recognized image 

(a) (b) 

(c) (d) 

Translation 
Original No translation +40 pixels +50 pixels +60 pixels 

Rotation 
Original +5 deg.  +10 deg.  +16 deg.  +17 deg.  

HD: 0.128 747  HD: 0.135 496 HD: 0.141 561 HD: 0.016 667  

HD: 0.865 550 HD: 0.134 863 HD: 0.144 061 HD: 0.044 643 

Rolling 
Original +6 deg.  +9 deg.   +15 deg.  

HD: 0.102 121 HD: 0.136 862 HD: 0.142 930 HD: 0.081 530 

(a) 

(c) 

(b) 

Fig. 13  The changes of the hamming distances of the same finger in case of (a) translation, (b) rotation, and (c) rolling 

+12 deg.  

Fig. 14  Receiver operational characteristic (ROC) curves 
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Table 1  Genuine test referring to Figs. 15a and 15b

Method Result 
Jang YK et al. (2008) Correct, accept 
Lee et al. (2009) False, reject 
Wang et al. (2008) False, reject 
Proposed Correct, accept 

 
Table 2  Imposter test referring to Figs. 15c and 15d

Method Result 
Jang YK et al. (2008) False, accept 
Lee et al. (2009) False, accept 
Wang et al. (2008) False, accept 
Proposed Correct, reject 
 
In the case presented in Table 2, we performed 

imposter tests which meant that Figs. 15c and 15d 
came from a different finger. As shown in Table 2, 
only the proposed one showed the results of a correct 
rejection. Since the vein patterns are not distinctive in 
the input image, the previous methods (Wang et al., 
2008; Lee et al., 2009) revealed false acceptance due 
to the incorrect detection of vein patterns and vein 
minutia. False acceptance means that the image is not 
an enrolled one, but is falsely recognized as an en-
rolled one. Since the proposed method uses the 
weighted LBP method based on SVM, its capability 
to discriminate imposter images was better than that 
of the previous method which used the simple LBP 
method (Jang YK et al., 2008). 

The proposed method uses weighted LBP codes. 
The weights were determined in Fig. 10 based on the 
vein patterns included in local area in which the LBP 
codes were extracted. On the contrary, the previous 
methods (Wang et al., 2008; Jang YK et al., 2008; Lee 
et al., 2009) did not use the weights for the LBP codes 
or the MHD distance. Since, in general, the LA area in 
which a large amount of vein is included has a greater 
effect on the recognition performance than the area in 
which a smaller amount of vein is included such as in 
the SA or MA, the degree of effect is represented by 
the weights on the LBP codes in our study. The ex-
perimental results (Fig. 14) showing that our recog-
nition error was lower than those of the previous 
methods (Wang et al., 2008; Jang YK et al., 2008; Lee 
et al., 2009) confirm our analyses. 

The processing time was compared on a desktop 
computer with a Pentium IV 3 GHz main processor. 
The size of main memory was 1 GB (Table 3). The 
processing time of the proposed method was 72.5 ms 

and was similar to that of the previous method based 
on the simple LBP codes of Jang YK et al. (2008). 

The previous methods using bifurcation and 
ending points took much longer time for extracting 
and aligning vein patterns (Lee et al., 2009). The 
proposed method had a longer processing time than 
Wang et al. (2008)’s method but its processing speed 
was faster than those of Jang YK et al. (2008) and Lee 
et al. (2009). 

 
 
 
 
 
 
 

 
 
4  Conclusions 
 

We have proposed a new vein identification 
method with weighted LBP codes. Using an SVM, a 
local area of 3×3 pixels of a finger region were clas-
sified into large amounts (LA), medium amounts 
(MA), and small amounts (SA) of vein patterns. In 
our experiments, we obtained an equal error rate of 
0.049%. The processing time was 72.5 ms. 

The thickness of vein can be changed according 
to blood flow, which varies by weather or the health 
of the user. The recognition accuracy of the proposed 
method can be reduced by these variations because 
only the texture information of the vein is used. Thus, 
we plan to develop a method which is not affected by 
vein thickness. 
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