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Abstract:    This paper deals with an in-line network security processor (NSP) design that implements the Internet Protocol 
Security (IPSec) protocol processing for the 10 Gbps Ethernet. The 10 Gbps high speed data transfer, the IPSec processing in-
cluding the crypto-operation, the database query, and IPSec header processing are integrated in the design. The in-line NSP is 
implemented using 65 nm CMOS technology and the layout area is 2.5 mm×3 mm with 360 million gates. A configurable crossbar 
data transfer skeleton implementing an iSLIP scheduling algorithm is proposed, which enables simultaneous data transfer between 
the heterogeneous multiple cores. There are, in addition, a high speed input/output data buffering mechanism and design of high 
performance hardware structures for modules, wherein the transfer efficiency and the resource utilization are maximized and the 
IPSec protocol processing achieves 10 Gbps line speed. A high speed and low power hardware look-up method is proposed, which 
effectively reduces the area and power dissipation. The post simulation results demonstrate that the design gives a peak throughput 
for the Authentication Header (AH) transport mode of 10.06 Gbps with the average test packet length of 512 bytes under the clock 
rate of 250 MHz, and power dissipation less than 1 W is obtained. An FPGA prototype is constructed to verify the function of the 
design. A test bench is being set up for performance and function verification. 
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1  Introduction 
 

Performance and security are the two key factors 
for the Internet. The ever-increasing e-commerce and 
e-government have made Internet security more im-
portant than before. Nowadays the line card interface 
data throughput in a backbone network has already 
reached 40 Gbps or above (Chen, 2011). The high 
performance Internet security devices, however, are 
far behind because the data handling for security 
includes not only the packet header and payload data 
checking, but also the cryptographic operation, which 

has been proved to be computationally intensive 
(Ferrante et al., 2005). Thus, it is difficult for security 
devices to achieve equal performance. As the most 
popular protocol in local area network (LAN), 
Ethernet has been deployed extensively by the gov-
ernments, institutions, and corporations, for all of 
whom the issue of security is more important. With 
the 10 Gbps Ethernet becoming more popular, and the 
proposal of the 40/100 Gbps Ethernet standard (IEEE 
Std 802.3-2012), study of the Internet security devices 
at 10 Gbps and higher speeds has become more nec-
essary and urgent than ever. 

At present, network security is always achieved 
by firewall or deep packet inspection (DPI) in the 
application layer or transport layer. These methods 
cannot directly and effectively protect the network 
data. The Internet Protocol Security (IPSec) protocol 
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suite (RFC2401:1998) developed by the Internet En-
gineering Task Force (IETF) is a popular solution to 
the protection of the Internet data at the Internet 
Protocol (IP) layer. The IPSec protocol provides ac-
cess control, connectionless integrity, data origin 
authentication, protection against replays, and confi-
dentiality. It includes two main protocols, the Au-
thentication Header (AH) protocol and the Encapsu-
lating Security Payload (ESP) protocol. AH provides 
data origin authentication and connectionless integ-
rity by the authentication algorithms. ESP allows data 
encryption and authentication by the cryptographic 
algorithms. IPSec supports two modes of operation, 
transport mode and tunnel mode. In transport mode, 
only the upper-layer protocol data segment of the IP 
packet is authenticated or encrypted and it is used 
typically for end-to-end protection of data packets 
between two hosts. In tunnel mode, the entire IP 
packet is authenticated or encrypted within a new 
outer IP header. The tunnel mode can be used between 
the security gateways to create a virtual private net-
work (VPN). 

Nowadays the IPSec protocol is usually imple-
mented by embedding into TCP/IP protocol stack via 
software in the operating system, such as Linux. Al-
though the main frequency of the general CPU has 
achieved several GHz, software-implemented IPSec 
still cannot meet the high speed network security 
demand because the IPSec includes a significant 
amount of protocol processing such as looking up 
security policy databases (SPDs) and executing crypto- 
operation. 

Hardware implementation of the IPSec may be a 
good solution. The network security processor (NSP) 
is an appropriate Internet security hardware solution. 
It integrates data transfer, NSP, and crypto-operation 
on the chip, and supports large network bandwidths. 
Based on the placement of the NSP in Internet devices, 
the NSP can be divided into look-aside mode and 
flow-through mode. In look-aside mode, the NSP is 
placed outside the main data path, and needs the 
network processor (NP) or CPU to allocate packets to 
it. In flow-through mode, the NSP is placed on the 
main data path and receives the packet itself. 

Most of the previous work on NSP aimed at 
look-aside mode to improve the performance of the 
crypto-operation needed by the IPSec, which can be 
seen in Ha et al. (2004) and Wang et al. (2008), ig-

noring the protocol processing which has also been 
shown to be time consuming (Potlapally et al., 2006). 
In Wang et al. (2006) and Nishida et al. (2010), the 
IPSec protocol processing was presented, but the 
performance cannot satisfy the 10 Gbps data transfer. 
A kind of system on chip (SoC) architecture proposed 
by Ferrante and Piuri (2007) can achieve high IPSec 
processing performance, but it is simulated only at the 
function level. A new multi-core NP developed by 
some famous network equipment companies inte-
grates security modules in the NP and can achieve 
very high speeds, but the cost is too high. A com-
mercial product based on the flow-through architec-
ture has been developed by Hifn (2008), allowing for 
1 Gbps full duplex IPSec traffic processing and a 
processing capability of up to one million of packets 
per second. However, the conventional shared bus 
data transfer topology is used, with the disadvantage 
and bottleneck of tremendous arbitrations and only 
one data transfer path at a time. Thus, it cannot satisfy 
the requirement of 10 Gbps data transfer. 

This paper deals with in-line NSP design of a 10 
Gbps Ethernet. By adopting a configurable hetero- 
multi-core architecture, the whole IPSec protocol can 
be implemented and 10 Gbps data processing line 
speed realized. In the design, two different 64-bit 
configurable crossbar data transfer skeletons com-
bined with the optimized high speed input/output data 
buffering mechanism maximize the homogenous and 
heterogeneous computation resources. A high speed 
low power hardware look-up method is proposed, 
which effectively reduces the layout area and power 
dissipation. New hardware structures of the function 
modules are dedicatedly designed and optimized to 
achieve high performance. 
 
 
2  Overview of 10 Gbps in-line NSP architec-
ture 
 

The architecture of the 10 Gbps in-line NSP is 
illustrated in Fig. 1. It consists of a 10 Gbps serial port 
(SerDes), a framer, a configurable hetero-multi-core 
IPSec processor, a packet processor, and a packet 
analyzer, all of which together implement the whole 
IPSec protocol processing including crypto-operation, 
database query functionalities, and IPSec header 
processing. 
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The look-aside method requires a packet to 

traverse the memory four times, which greatly de-
grades the performance of the NSP. The flow-through 
mode receives the packet and executes the packet 
security processing by itself, eliminating the bottle-
neck of communication between the NP and the NSP 
required in look-aside mode (Khan et al., 2003). To 
achieve a 10 Gbps processing line speed, flow- 
through mode is adopted in the architecture. 

Two different configurable 64-bit crossbar 
switch structures, which enable simultaneous data 
transfer between the heterogeneous multiple cores on 
the data paths, are proposed to maximize transfer 
efficiency and resource utilization. The modified 
hardware look-up module achieves high speed data-
base look-up, small chip area, and low power dissi-
pation of the chip. 

By using a reasonable handshaking protocol 
between modules, and optimizing the frame input and 
output buffer mechanism, the size and number of 
on-chip FIFOs are greatly reduced, which signifi-
cantly reduces the layout area and power dissipation. 

The data flow of the design is described as fol-
lows: the high speed serial data from 10 Gbps 
Ethernet is received by the 10 Gbps SerDes and con-
verted into 32-bit parallel data. The framer encapsu-
lates the received data into frames based on the 10 
Gbps Ethernet data link layer protocol, and then 
buffers them into the packet processor. In the packet 
processor, frame headers are removed and stored in 
the registers, and an interrupt signal will be generated. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The packet analyzer then reads the IP header and 
extracts the selector, and looks up the on-chip SPD 
SRAM, which will decide the action to the packet. If 
the IP packet needs to perform IPSec processing, a 
security association database (SAD) is queried and a 
task descriptor, which includes operation mode, IP 
packet address, key address, and other information, is 
generated. The packet analyzer reads and analyzes the 
descriptor, inquires the status of the IPSec processor, 
and dispatches tasks to the IPSec processor. The  
IPSec processor reads in the IP packet that needs to be 
processed from the packet processor and invokes the 
security algorithm modules to do crypto-operation. 
After the IPSec processor finishes packet processing, 
the packet processor encapsulates the packet with the 
frame header stored previously and sends the proc-
essed frame out through the framer and the SerDes to 
the 10 Gbps Ethernet. 

A five-stage pipeline is implemented through the 
data flow path to increase the data throughput. 
 
 

3 High performance data communication 
mechanism 
 

To achieve 10 Gbps line speed data processing, 
multiple heterogeneous and homogenous modules 
must be paralleled in the design. Time consumed on 
processing the packets by these modules varies with 
packet length. Thus, data exchange and transfer 
among these heterogeneous and homogenous mod-
ules become sophisticated. 

Fig. 1  Architecture and data flow of 10 Gbps in-line network security processor (NSP) 
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The bottleneck of the conventional shared bus 
transfer structure and a dual one-way 64-bit data 
shared bus structure proposed by Wang HX et al. 
(2010) is that only one data transfer path can be set up 
at the same time; hence, the source utilization and 
data transfer efficiency become very low, and the 
performance is severely degraded. A high perform-
ance data communication mechanism is required to 
maximize the use of computing resources in the de-
sign to achieve 10 Gbps line speed data processing.  

The crossbar switch uses a scheduler to allocate 
resources and provides multiple independent paths for 
concurrent data transfer between the heterogeneous 
and homogenous modules, which greatly improves 
the transfer efficiency. Also, the number of ports can 
be configured to meet the requirements of different 
applications. Thus, the crossbar switch structure is 
adopted for multi-core data transfer in the design. 
Two 64-bit crossbars, PKT_crossbar and CE_crossbar, 
are used (Fig. 1). PKT_crossbar is connected between 
the packet processor and the IPSec processor, and 
CE_crossbar is used in the IPSec processor between 
AH/ESP cores and AES/HMAC-SHA-1 cores. Based 
on their data flow characteristics, two different 
crossbar structures and scheduling mechanisms are 
proposed. 

One side of PKT_crossbar interfaces the high 
speed frame receiving and transmitting modules, and 
the other side connects the IPSec processor, which 
consumes much more time to process packets. For 
this condition, packet loss will occur at 10 Gbps line 
speed. A two-stage buffer mechanism (Fig. 2) is im-
plemented to solve the problem. 

 
 
 
 
 
 
 
 
 
 
 
 
 
In the first stage, a shared buffer serves as a big 

pool to buffer the high speed data from the 10 Gbps 

Ethernet. In the second stage, buffers are distributed 
to each PKT_crossbar port, which means multiple 
packets (the packet number depends on the port 
number) in the 1st-stage shared buffer can be handled 
simultaneously. A dynamic load allocation algorithm 
based on interrupt and a round-robin scheduling al-
gorithm are used in the dispatcher and the scheduler, 
respectively, to balance the load distribution. The 
dispatcher controls the packet allocation using the 
dynamic load allocation algorithm: when the packet is 
processed and transmitted out by the IPSec process-
ing engine (PEi in Fig. 2) through the scheduler, the 
corresponding distributed buffer generates an inter-
rupt signal; the dispatcher can read the next packet 
from the 1st-stage shared buffer based on this inter-
rupt signal. The distributed buffers can store only one 
longest packet permitted by the IP layer protocol. The 
size of the shared buffer is chosen considering the 
worst case; that is, all the PEs are busy. So, the size of 
the 1st-stage buffer is the product of the distributed 
buffer and the maximum port number of the PKT_ 
crossbar. With this interrupt mechanism, the design 
has the capacity to process the variable size packets. 
By simulation, if the PKT_crossbar is configured to 
6×16, the zero packet loss ratio is obtained. 

For the CE_crossbar, the load balancing and 
scheduling efficiency are the key factors for maxi-
mizing computing resources, because multiple  
heterogeneous functional modules must be paralleled 
to achieve 10 Gbps data processing line speed. The 
iSLIP (McKeown, 1999) scheduling algorithm, which 
includes three phases—request, grant, and accept, is 
adopted in the design. The delay between the grant 
and accept arbiters directly affects the speed of data 
transfer. Fig. 3a illustrates an arbiter design (Pape, 
2006) chosen for this chip implementation. The ar-
biter is based on a simple round-robin arbiter. It in-
cludes an Update_enable signal to allow the iSLIP 
algorithm to update the priority only under certain 
circumstances. 

The priority process engine (PPE) shown in  
Fig. 3b combines two simple process engines (PEs). 
The input signal P_enc to Simple_PE_thermo is 
masked by a thermometer encoding (Gupta and 
McKeown, 1999), in which an n-bit-wide vector y 
satisfies y[i]=1 if and only if i<X for all 0≤i<n, where 
X is the decimal value of a log2 n-bit vector x and 
0≤X<n. The non-masked Simple_PE does not take 

Fig. 2  PKT_crossbar structure 
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any priority, and determines the output when the 
Simple_PE_thermo does not find any 1-input be-
tween the programmed priority and the input. 

With the data transfer mechanism described 
above, the data transfer efficiency reaches 86.6% in 
the design. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
4  High speed database look-up design 
 

In IPSec processing, the SPD database query is 
performed on every packet from the 10 Gbps Ethernet 
to obtain the security policy, and the SAD is looked 
up if the packet needs to be IPSec processed. Thus, 
the speed of database look-up directly affects the 
performance of the whole design. 

The SPD look-up can be seen as a special pattern 
matching to decide how to handle the IP packets by 
matching a selector extracted from some fields in the 
IP header. Typically, the selector is a 144-bit string 
composed of five fields in the IP header, which are the 

IP destination address, IP source address, IP protocol, 
destination port, and source port. Choosing a proper 
pattern matching algorithm is a key step. The hash- 
based algorithm (Cho and Mangione-Smith, 2005) 
and the ternary content addressable memories 
(TCAM) based algorithm (Liu et al., 2010) are the 
existing hardware approaches. The throughput of the 
first algorithm cannot easily satisfy 10 Gbps look-up. 
Using TCAMs can achieve 10 Gbps throughput, but 
some issues such as high power consumption (about 2 
to 3 times more than SRAMs (Fang et al., 2008)) and 
large area make TCAM not a good choice. A cache 
plus off-chip memory mechanism was adopted in 
Ferrante et al. (2007) to achieve high throughput, but 
the caches used are also the CAMs. 

In this design, we assume that all the packets 
from the same IP address and the TCP/UDP port ap-
ply the same security policy. For this condition, we 
choose a coarser 80-bit selector, which includes only 
three fields of the IP header: the IP source address, the 
IP destination address, and the source port in the al-
lowable scope of the IPSec protocol. We improve the 
hash algorithm as follows: 

1. The 80-bit selector is compressed to an n-bit 
vector (n<<80) by a given hash function. 

2. The n-bit hash result is directly taken as the 
address input of the SPD SRAM. 

3. The output of the SPD SRAM is the security 
policy for the packet.  

4. If the packet needs to do IPsec processing, the 
SAD SRAM input address is read directly from the 
security policy. 

5. The output of the SAD SRAM is the security 
association (SA) of the packet. 

6. Analyze the SA and generate a descriptor for 
the IPSec processor. 

The improved algorithm uses only two SRAMs 
on-chip, which reduces the read access time from 
off-chip memory (Ferrante et al., 2007) and improves 
the throughput of the SPD look-up. Thus, the cache 
mechanism on chip is not needed any more. This 
method also reduces the power and area of the chip. 
From step 2, we can infer that the maximum number 
of security policies is 2n. Thus, the security policy 
number can be configured by choosing n, and this 
improves the flexibility of the design. 

Cyclic redundancy check (CRC), which has 
proved a good hash function (Jain, 1992), is used in 

Fig. 3  Arbiter diagram (a) and priority process engine 
(PPE) structure (b) 
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this design. By using CRC, the width of the com-
pression can be chosen. And, CRC performance is 
high by parallel hardware implementation. 

We also redesign the data format of SPD. The 
new data structure includes not only the strategies for 
the packet, but also the SAD address. If the packet 
needs to do IPSec, the SAD address is read directly 
from the SPD entry. By simulation, although the 
throughput of the new algorithm is slightly lower than 
that of the TCAM algorithm, it still fulfills the need of 
10 Gbps look-up. We verify the improved algorithm 
on FPGA and compare it with the other two algo-
rithms (Table 1). 
 

 
 
 
 
 
 
 
 
 
 
As can be seen, the number of BlockRAMs used 

in FPGA and power dissipation are greatly reduced. 
There is, however, a potential problem that SPD and 
SAD must be initialized when the NSP system  
starts up and cannot be updated while the system is 
working. 
 
 
5  Configurable IPSec processor 
 

The IPSec protocol processor includes many 
paralleled IPSec processing and crypto-operation 
modules. All these modules are connected to the 
CE_crossbar mentioned above, which forms a hetero- 
multi-core structure. The port number of the CE_ 
crossbar can be configured and optimized to achieve 
10 Gbps throughput. The interfaces of these modules 
are unified for reuse of the IP cores.  

To improve data throughput, we study the 
feature of IPSec processing in the crypto and protocol 
modules and divide the whole data path into three 
stages: protocol pre-processing, data crypto-operation, 
and protocol post-processing. Two FIFOs are inserted 
before and after the crypto-operation stage, respec-

tively, which forms a three-stage pipeline in the data 
path. 

For configurability, the AH and ESP protocols 
are designed separately. The functions of the AH/ESP 
modules include: (1) modifying the original IP header 
and generating a new IP header, (2) generating and 
removing the AH/ESP header based on the operating 
mode, and (3) invoking the corresponding crypto-
graphic algorithm core to encrypt, decrypt, or verify 
the packet. A four-stage pipeline is used to improve 
the IP header processing performance (Wang L et al., 
2010). 

Meanwhile, the hardware performance and in-
terface consistency are considered in the design and 
integration of the crypto-operation modules. In the 
IPSec protocol, the required security algorithms in-
clude the block cipher and authentication algorithm. 
In this design, we choose the Advanced Encryption 
Standard (AES) as the block cipher, and HMAC- 
SHA-1 as the message authentication algorithm, 
which are both standard algorithms required in 
RFC2401:1998. Other security algorithms such as 
SHA-2 can also be used because the IPSec processor 
has the configurable characteristics, but the area of 
the hardware implementation of SHA-2 is larger than 
that of SHA-1. Thus, SHA-1 is chosen in the design. 

An ultra high throughput, low power consump-
tion HMAC-SHA-1 hardware design was proposed 
by Liu et al. (2012) after analyzing the basic SHA-1 
algorithm. By adopting a modified algorithm and a 
two-stage cascade hardware structure, the operation 
time for one authentication is reduced from 80 to 40 
clock cycles and the hardware cost is only five 32-bit 
registers. 

The AES crypto hardware design is based on our 
previous work (Wu et al., 2009). The AES crypto- 
core has a block size of 128 bits and key length of 128 
bits. 

All the modules mentioned above are hardware 
implemented using Verilog Hardware Design Lan-
guage. The simulation and synthesis results at 250 
MHz clock frequency based on 65 nm CMOS tech-
nology are shown in Table 2. 

A transaction level simulation model based on 
the SystemC language (Fig. 4a) is implemented. The 
basic components in the SystemC are module, chan-
nel, interface, and port. In this model, the functions of 
AH/ESP and AES/HMAC-SHA-1 are implemented 

Table 1  Comparison of the three algorithms 

Hardware 
algorithm 

Through-
put 

(Gbps) 

Slice LUTs 
used 
(%) 

BlockRAMs 
used 
(%) 

Estimated 
power 
(W) 

Hash based 
algorithm 

2 NA NA NA 

TCAM based 
algorithm 

15 84 58 1.680 

This work 11.9 82 25 0.688 
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through different modules: the CE_crossbar is im-
plemented by the channel, the connections between 
the modules are realized through ports and interfaces, 
and the communication between the modules is ac-
complished by the channel. The number of modules 
can be configured to achieve optimum performance. 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
By configuring the port number of the CE_ 

crossbar and simulation, the result is that, with 16 
AH/ESP cores and 16 AES/HMAC-SHA-1 cores 
connected to the 16×16 CE_crossbar, the packet loss 
rate decreases to zero (Fig. 4b); under this condition, 
the IPSec processor is thought to achieve the capa-
bility of 10 Gbps in-line data processing. 

 
 

6  Verification 
 

Verification of the design includes FPGA pro-
totyping verification and post simulation by elec-

tronic design automation (EDA) tools before the de-
sign is fabricated. A test bench is being set up to  
verify the function and performance of the 10 Gbps 
in-line NSP chip. 

6.1  FPGA prototyping 

To verify the proposed design, an FPGA proto-
typing platform is constructed (Fig. 5a). It includes a 
Xilinx development board and a PC. The PC acts as 
the terminal of data transmission. Data transmission 
between PC and the board is done using the UART 
port. The development board includes a Virtex-5 
XC5VSX95T FPGA chip. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

To test the function correctness of the design, 
typical test data sizes of 64, 512, and 928 bytes are 
chosen. The test data is transferred and received by 
PC through the UART port and compared. 

First, the configurable hetero-multi-core IPSec 
processor on the platform is verified. Due to the con-
tent limitation of the FPGA, the IPSec processor is 
configured first with four AH cores and four HMAC- 

Table 2  Simulation and synthesis results of the modules 

Module Gate count 
Estimated power 

(mW) 
Throughput

(Gbps) 

AH 32 886 6.79 0.91 

ESP 39 194 9.27 0.61 

HMAC-SHA-1 22 575 4.80 2.95 

AES-128 62 289 9.20 3.63 

Fig. 5  FPGA verification platform 
(a) Platform photography; (b) Design on the FPGA platform
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SHA-1 cores, and then with four ESP cores, two 
HMAC-SHA-1 cores, and two AES cores. The im-
plementation results are demonstrated in Table 3.  

 
 
 
 
 
 
 
 
 
 
Tests of AH transport mode and ESP transport 

and tunnel mode are performed separately at 100 
MHz clock rate, and the correctness of the configur-
able IPSec processor is verified. 

Then the whole proposed design is verified on 
the FPGA platform. As depicted in Fig. 5b, the IPSec 
processor is configured with two AH cores and two 
HMAC-SHA-1 cores connected to the 2×2 CE_ 
crossbar. The PK_crossbar is also configured to 2×2. 
The packet analyzer, the SPD and SAD memories, the 
framer, the packet processor, and the UART controller 
are included in the architecture. The 10 Gbps SerDes 
is not included because it is an analog module. Table 4 
lists the FPGA implementation results. 

 
 
 
 
 
 
 

 
 
 
 
The AH protocol in transport and tunnel mode is 

verified at 100 MHz clock frequency. 
Based on the FPGA verification results, the 

proportion of main processing steps in AH processing 
is obtained (Table 5) and compared with Potlapally et 
al. (2006)’s design. It is indicated that after taking the 
methods and the architecture proposed above, the 
performances of IPSec protocol processing and SPD 
look-up greatly outperform those of Potlapally et al. 
(2006)’s design. 

 
 

 
 
 
 
 

6.2  Post simulation 

The 10 Gbps in-line NSP chip is implemented 
with 65 nm CMOS technology and taped out. To 
reduce the total power consumption, a low leakage 
low power 65 nm standard cell library is adopted.  
Fig. 6 shows the layout view of the 10 Gbps in-line 
NSP, the size of which is 2.5 mm×3 mm, including 
about 360 million equivalent logic gates. 

 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
The 10 Gbps SerDes module is included in the 

10 Gbps in-line NSP, and the configurable IPSec 
processor includes 16 AH cores, 16 HMAC-SHA-1 
cores, and a 16×16 CE_crossbar. The PKT_crossbar 
is configured to 6×16. The phase locking loop (PLL) 
module generates the clock needed in the design. 

There are three clock domains in NSP: the 312.5 
MHz clock from the 10 Gbps SerDes, the 156.25 
MHz framer clock, and the 250 MHz core clock. Two 
cascaded registers are inserted between the clock 
domains on the chip to synchronize the processing 
data. 

In the post-simulation, the 10 Gbps serial test 
vectors are generated by software, and the test packet 
length is 64, 512, or 928 bytes. The test data obeys the 
Poisson normal distribution. The throughput of the 
design is computed as follows: 

Table 4  Implementation results of 10 Gbps in-line NSP 
FPGA  

Number 
FPGA source 

Used Available 
Utilization

Slice LUTs 47 597 58 880 81% 

Slice registers 18 727 58 880 32% 

Logic 34 133 58 880 58% 

BlockRAMs 61 244 25% 

Table 5  Function module performance comparison 

Proportion of main processing  
steps in AH 

Reference 
IPSec  

processing 
SPD 

look-up 
Crypto 

operation

Potlapally et al. (2006) 33.7% 6.8% 52% 

This work 12% 2% 70% 

Table 3  Implementation results of configurable IPSec 
processor FPGA 

Modules verified 
Slice LUTs 
utilization 

BlockRAMs 
utilization 

Registers
utilization

AH×4, HMAC- 
SHA-1×4 

47% 7% 30% 

ESP×4, AES×2, 
HMAC-SHA-1×2 

52% 16% 47% 

Fig. 6  Layout view of the 10 Gbps in-line NSP 

Packet processor 

PKT_crossbar 
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Configurable 
IPSec processor 
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Packetbits
Throughput ,

CycleNumber

f
                (1) 

 
where Packetbits is the number of all the valid packet 
bits sent to the design in CycleNumber cycles, and f is 
the clock frequency. The post-simulation shows that 
the throughput of AH transport mode processing can 
achieve up to 10.06 Gbps with the average test packet 
length of 512 bytes under the clock frequency of 250 
MHz. The power dissipation is about 0.868 W. 

6.3  Test bench 

To perform a whole test to the 10 Gbps in-line 
NSP in a real application environment, a test bench is 
designed (Fig. 7a). It includes a test board and a sandy 
bridge main board provided by the Inspur Co., Ltd. 
Fig. 7b is the test board, which includes the 10 Gbps 
in-line NSP test chip, the Quad Small Form-factor 
Pluggable (QSFP) port, the sub-miniature-A (SMA) 
port for clock, the UART port for connection with the 
PC to configure the 10 Gpbs in-line NSP chip, the 
power module, the clock oscillator, and the reset 
button. These two boards are connected by an optical 
fiber. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The test frames of the 10 Gbps media access 
control (MAC) layer are generated using the data link 
layer (DLL) protocol, Aurora, supported by Xilinx 
and transmitted by the SerDes in the Virtex-6 
HXT380T FPGA. The 10 Gbps serial data is trans-
mitted through the QSFP port from the sandy bridge 
main board. On the test board, another QSFP port is 
mounted and connected to the 10 Gbps in-line NSP 
chip to receive the test data. The test data processed 
by the 10 Gbps in-line NSP is transmitted back to the 
main board and verified. 

Currently, the test bench is being set up and the 
test vector generation program is coded. 

 
 

7  Conclusions 
 

A 10 Gbps in-line network security processor 
design used in the 10 Gbps Ethernet is described. The 
10 Gbps high speed data transfer, the IPSec protocol 
processing, and crypto operations are accomplished 
in the design. The design is implemented with 65 nm 
CMOS technology and the layout size is 2.5 mm×  
3 mm with 360 million logic gates. 

Both the FPGA prototype verification and the 
post-simulation are performed to verify the proposed 
design. The functions of the configurable hetero- 
multi-core IPSec processor and the proposed design 
are verified on an FPGA platform. The post-simulation 
demonstrated that the design gives a peak throughput 
for the AH transport mode of 10.06 Gbps at an aver-
age packet length of 512 bytes under the clock rate of 
250 MHz, with a power dissipation of 0.868 W. Thus, 
the design can be widely employed in VPN under  
10 Gbps Ethernet environments. Also, the design can 
be used in the next generation network-based security 
equipment at 40/100 Gbps for its configurability. 

The test bench is being set up and the test vector 
generation program is coded to test the 10 Gbps 
in-line NSP in a real application environment. 
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