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Abstract: Traditional methods for plan path prediction have low accuracy and stability. In this paper, we propose a novel approach 
for plan path prediction based on relative motion between positions (RMBP) by mining historical flight trajectories. A probability 
statistical model is introduced to model the stochastic factors during the whole flight process. The model object is the sequence of 
velocity vectors in the three-dimensional Earth space. First, we model the moving trend of aircraft including the speed (constant, 
acceleration, or deceleration), yaw (left, right, or straight), and pitch (climb, descent, or cruise) using a hidden Markov model 
(HMM) under the restrictions of aircraft performance parameters. Then, several Gaussian mixture models (GMMs) are used to 
describe the conditional distribution of each moving trend. Once the models are built, machine learning algorithms are applied to 
obtain the optimal parameters of the model from the historical training data. After completing the learning process, the velocity 
vector sequence of the flight is predicted by the proposed model under the Bayesian framework, so that we can use kinematic 
equations, depending on the moving patterns, to calculate the flight position at every radar acquisition cycle. To obtain higher 
prediction accuracy, a uniform interpolation method is used to correct the predicted position each second. Finally, a plan trajectory 
is concatenated by the predicted discrete points. Results of simulations with collected data demonstrate that this approach not only 
fulfils the goals of traditional methods, such as the prediction of fly-over time and altitude of waypoints along the planned route, 
but also can be used to plan a complete path for an aircraft with high accuracy. Experiments are conducted to demonstrate the 
superiority of this approach to some existing methods. 
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1  Introduction 
 

Trajectory prediction (TP) for flight is a basic 
technique used in many applications of air traffic 
management (ATM) systems, such as traffic flow 

forecasting, conflict detection, and the dynamic use of 
airspace units. With the increasing popularity of tra-
jectory based operations (TBOs), trajectory predic-
tion with high accuracy plays a more important role in 
airspace resource optimization and advanced air traf-
fic flow management (ATFM). It is also an indis-
pensable tool to ensure flight safety, maintain the 
traffic order, and increase the traffic capacity. It also 
promotes fuel savings and reduces pollutant gas 
emissions. With the growth of air traffic, a fixed 
amount of airspace, serious flight congestion, and 
delays frequently occur in large air traffic hubs, such 
as Beijing and Shanghai in China. Thus, trajectory 
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prediction is highly desired for better planning and 
use of airspace resources. The Single European Sky 
Air Traffic Management Research (SESAR) and the 
Next Generation of Air Transportation System (Next 
Gen) programs have already recognized the im-
portance of trajectory prediction (Gardi et al., 2013). 

There have been many outstanding findings in 
this field. Early studies focused mainly on kinematics 
and dynamics models with preset parameters. Chen 
(2010) divided the whole flight process into three 
phases, classic climb, cruise, and descent. Then, he 
constructed and solved the kinematics and dynamics 
equations with a simplified model in each phase to 
accomplish trajectory estimation. However, because 
of the unclear boundaries between adjacent phases, 
the prediction results showed a large deviation from 
the ground truth. Zhang et al. (2014) proposed algo-
rithms based on aircraft performance parameters 
drawn from the base of aircraft data (BADA). How-
ever, they did not consider the change of the envi-
ronment, so they also failed to obtain an accurate 
prediction. Gardi et al. (2013) also used the recom-
mended dynamics parameters taken from BADA to 
estimate the flight trajectory. However, the motion 
patterns of a certain flight cannot be appropriately 
described by those theoretical parameters. As the 
mass storage of historical trajectories containing re-
al-time environmental factors came into practice, 
researchers began to focus on mining historical tra-
jectories. Wandelt and Sun (2015) proposed a trajec-
tory compression algorithm for saving computer 
storage, providing sufficient training samples for 
machine learning algorithms. Tang et al. (2015c) 
introduced a method based on velocity correction to 
estimate the path taken during aircraft taxiing. Xie 
and Cheng (2015) presented an algorithm to design 
the route taken in terminal areas by mining the fre-
quent patterns from historical trajectories in the stored 
radar data. A prediction algorithm based on the 
moving parameters mined from historical data was 
described by Song (2012). Although these methods 
avoid the deficiency of setting parameters, they are 
still limited in terms of accuracy because of the flaws 
inherent in the models. Hamed et al. (2013) proposed 
a statistical model for aircraft trajectory prediction 
based on a combination of a kinematic stochastic 
model and a probabilistic performance model. A 
hidden Markov model (HMM) is applied to  

distinguish the flight phases, followed by a kernel 
density estimation (KDE) to model the kinematic 
randomness. Tang et al. (2015a) proposed a method to 
extract the nominal flight profile and revised airway 
meteorological forecasts to mine the patterns of his-
torical flight. Tang et al. (2015b) presented a predic-
tion method with a clustering algorithm to obtain the 
moving rules in different periods of flight. The basic 
ideas in these methods are similar, but the model 
approaches and model objects are different. An ex-
tended application of trajectory prediction was pro-
posed by Li et al. (2015) to achieve more efficient 
management of general aviation aircraft. 

Although historical data has been introduced in 
the latest methods, the estimation results are still not 
ideal, because the models do not consider the ran-
domness of the flight condition. Moreover, because of 
the high maneuverability of aircraft during the climb 
and descent stages, obtaining an accurate trajectory 
prediction is really a challenge. Yepes et al. (2007) 
introduced a hybrid estimation algorithm to overcome 
this problem by combining the knowledge of air traf-
fic control regulations, the flight plan, and the pilot’s 
intent. Some researchers have managed to apply 
HMM to trajectory prediction with impressive results. 
Morzy (2007) introduced a frequent trajectory mining 
algorithm to predict the location of moving objects, 
such as cars and pedestrians. Jeung et al. (2007) used 
HMM to mine trajectory patterns. They obtained 
trajectory predictions by splitting the whole map into 
grids of fixed size to avoid the answer-loss problem. 
Qiao SJ et al. (2015b) improved the accuracy of the 
model by incorporating self-adaptive learning of pa-
rameters in the algorithm. Naseri et al. (2007) used a 
hybrid hidden Markov model (HHMM) to perform 
mode detection on collected flight track data. After 
tuning the discrete and continuous parameters, the 
level of ascending and descending transition was 
tested to validate the effectiveness of HHMM. 
Shanmuganathan (2014) designed a prediction model 
applying HMM and cluster analysis to estimate the 
spatial-temporal trajectories of a storm in the southern 
USA. Ayhan and Samet (2016) described a novel 
stochastic trajectory prediction approach to estimate 
the near future situation in given airspace, based on 
which better decisions and advisories can be made. 
The focus of their study was to model the real-time 
weather environment. They considered the airspace 
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as a 3D grid network, and a weather model was built 
for each grid with corresponding weather conditions. 
Finally, HMM was used to predict trajectories by 
taking environmental uncertainties into account. 
Lymperopoulos and Lygeros (2010) introduced se-
quential Monte Carlo methods for multi-aircraft tra-
jectory prediction in ATM. Their method combined 
information from multiple aircraft at different loca-
tions and time instants. 

To obtain a more credible trajectory prediction 
and improve its adaptability in Chinese civil aviation, 
we present a hybrid stochastic statistical model. Our 
model combines HMM with Gaussian mixture model 
(GMM) to predict the flight path before the flight 
execution by mining the motion patterns from  
collected historical surveillance data, such as radar 
and automatic dependency surveillance-broadcasts 
(ADS-B). The basic idea of our proposed model is 
that, for a certain flight, flight trajectories executed on 
different days follow the same moving trend and 
share the same waypoint sequence. The model as-
sumes that, in every moving trend, motion parameters 
(dynamic parameters), which constitute three attrib-
utes in the velocity vector, namely, speed, yaw, and 
pitch, follow a learnable distribution. At different 
time instants and positions, these three parameters 
have different values, indicating that there is relative 
motion between different positions. A transition 
model of the motion state is built using HMM, ac-
cording to the statistic of relative motion between 
positions (RMBP). GMMs are used to describe the 
distributions of moving parameters in different 
moving trends.  

The proposed models contain several parameters 
that need to be optimized. We learn the optimal model 
parameters using training samples (collected histori-
cal flight track). After the optimal model parameters 
are found, the motion parameters are accordingly 
computed. Then, the complete path is calculated by 
using kinematics equations between adjacent update 
moments. An individual model is created for each 
flight with motion trend and degree treated, separately. 
The motion trend is modeled to predict the velocity 
change trend, and the degree predicts the motion 
parameters from GMM. The parameter learning 
processes of HMM and GMM reflect the frequent 
patterns of certain flights. Then the most likely mo-
tion trend is obtained using the Markov chain Monte 

Carlo (MCMC) sampling method, and the value of 
the motion parameters is predicted under Bayesian 
framework. 

Our main contributions are summarized as  
follows: 

1. A hybrid statistical model with double sto-
chastic process involving HMM and GMMs is in-
troduced to model the flight process, taking implicit 
uncertainties of flight into consideration. 

2. We apply HMM to model the moving trend 
transition with a 3D velocity vector (speed, yaw, and 
pitch) during flight. 

3. GMMs are used to depict the distribution of 
motion parameters in different moving trends. 

4. Machine learning algorithms, such as expec-
tation maximization (EM) and MCMC sampling of 
the velocity vector, are employed to predict a com-
plete flight path. 

 
 

2  Related background information 

2.1  Historical data 

The trajectories of all flights can be collected by 
the surveillance equipment. At the same time, the 
cooperative targets send their position, motion pa-
rameters, and flight intentions through ADS-B. All 
the real-time information, such as flight plans, control 
factors, and trajectories, is eventually fed into the air 
traffic control system (ATCS). Supposing that the 
historical trajectories are stored in a centralized or 
distributed database (Zheng and Zhou, 2012), we can 
access the trajectories via a robust data bus. Such a 
trajectory database is organized as shown in Fig. 1. 

In Fig. 1, the storage structure of the trajectory 
data is marked by the unique identifier of the flights, 
for example, flight-1, flight-2, …, flight-m. The tra-
jectory dataset of a certain flight fc contains n  paths, 
path-1, path-2, …, path-n, in which each path is col-
lected on different execution days. All the paths are 
processed by filtering, smoothing, and interpolation 
(Zheng and Zhou, 2012) before training to keep the 
same update interval. A collected flight path consists 
of k  discrete points, which are sampled in a time 
series with sampling intervals of 4 s. In practice, each 
stored discrete point includes almost 15 attribution 
items. In this study, only the velocity vectors are 
considered in modeling and training, and the positions 
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are used to evaluate the accuracy and stability of the 
prediction results. The attributions of a trajectory 
point are expressed in Eq. (1), including longitude, 
latitude, altitude, horizontal velocity, heading, and 
vertical velocity: 

 
T[ , , , , , , ] .x y z vh h vz zω ω=p                     (1) 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

In this study, we predict a complete flight path 
consisting of discrete points, whose update intervals 
are the same as those of surveillance equipment. 
There is a tiny difference between two neighboring 
positions if the positions are represented by the co-
ordinates of longitude and latitude. Therefore, this 
would be vanished in the training and prediction 
process. Based on these considerations, the longitude 
and latitude measurements in the database are com-
bined into one rectangular coordinate system, whose 
center is assigned to the origin of multi-radar data 
fusion, i.e., (102.5, 20.5, 500). To reduce the com-
plexity of modeling, we convert all the velocity re-
lated parameters into polar coordinates. Then the 
velocity vector [vh, ωh, vz, ωz]T is simplified as [s, ϑ, 
θ]T, in which s, ϑ, and θ denote the speed, yaw, and 
pitch of an aircraft in polar coordinates, respectively. 

Except for some irregular conditions, such as 
returning and alternating, each execution of the same 
flight in historical data was performed along the same 

route and over the same key points. The historical 
routes are proven to be safe and feasible. Environ-
mental factors along the route are also taken into 
consideration, so the flight process model parameters 
can be well established by mining the historical tra-
jectory data. 

2.2  Hidden Markov model 

HMM is a statistical model of a dual stochastic 
process, in which the state relationships between 
instants of time series are depicted by the hidden 
states transition and the probability distribution be-
tween the hidden states and observations (Qiao MY 
et al., 2015; Zahariand and Jaafar, 2015). HMM 
contains the following parameters: 

 
0{ , , , , },O Sλ π= A B                       (2) 

 
where O={o1, o2, …, oT} is an observation sequence. 
T is the total length of the time series, which in our 
work is the number of update cycles. A hidden state 
set S consists of a finite number of discrete states. 
There is always a hidden state st belonging to S, cor-
responding to a certain observation οt at time t, and all 
the hidden states are formed as a hidden state se-
quence. Matrix A consists of the transition probability 
between every two hidden states. ai, j=p(st+1=j|st=i), 
∀ai, j∈A represents the probability of being a hidden 
state j at time t+1 given that the hidden state equals i 
at time t (1≤t≤T−1). If the observation distribution of 
a given hidden state is discrete, B is the measurement 
probability matrix. Otherwise, it is a conditional 
probability distribution function. Taking an example 
of the discrete case, bi, j =p(ot=j|st=i), ∀bi, j∈B denotes 
the probability of an observation being j when the 
hidden state is i at time t (1≤t≤T). The initial distri-
bution of hidden state π0 provides the original infor-
mation without any state transition. Another property 
of HMM can be expressed as 
 

1 2 1 1 2 1 1( | , , , , , , , ) ( | ),t t t t t t tp s o o o s s s p s s− − − − −=    (3) 

1 2 1 1 1( | , , , , , , , ) ( | ).t t t t t t tp o o o o s s s p o s− − − =      (4) 
 

This means that the conditional probability dis-
tribution of the hidden state at time t depends only on 
the value of the hidden state at time t−1. The values 
before t−1 have no influence on the conditional  

Trajectory  
database

Flight-1 Fight-2 Flight-m…

Path-1 Path-2 Path-n…

Plot-1 Plot-2 Plot-k…

Longitude, latitude, altitude, 
speed, heading, and so on.  

 

Fig. 1  Structure of the trajectory database 
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distribution. This is called the ‘Markov property’. 
Similarly, the value of the observation at time t de-
pends only on the value of the hidden state st. 

The modeling object in this study is the velocity 
vector with three attributes, namely speed, yaw, and 
pitch. The aircraft performance parameter constraints 
on the motion state are taken into consideration. This 
study predicts the velocity attributes at every sur-
veillance update cycle and calculates the next position 
of the aircraft using a kinematics model. Because of 
the short update interval, the movement between 
adjacent instants can be seen as a uniformly acceler-
ating process. In HMM, the hidden state is the motion 
trend of the aircraft, and the observation is the motion 
parameter of a different motion trend. The velocity 
vector at time t can be expressed as 
 

T[ , , ] ,t t t ts ϑ θ=v                           (5) 
 

where st, ϑt, and θt denote the speed, yaw, and pitch of 
the aircraft in polar coordinates at time t, respectively. 

 
 

3  Flight model 
 

The estimation of the velocity attributes, i.e., s, ϑ, 
and θ, is a critical job in trajectory calculation, and the 
aim of our model is to obtain the velocity of an air-
craft at every update moment. The main task is to 
mine a reasonable description for the parameters of 
the HMM-based model from the historical flight 
paths. The observation of the model is the sequence of 
collected velocity vectors in the trajectory database, 
and the hidden state is the motion trend of the aircraft. 
Because of the continuous variation of motion pa-
rameters, B in Eq. (2) is a measurement probability 
distribution function. 

3.1  Hidden state set and observation 

The hidden state in our model denotes the mo-
tion trend of the aircraft. It cannot be directly ob-
served through the saved flight trajectory. HMM 
solves this issue by computing the relationship be-
tween hidden states and observations. Obviously, the 
observation sequence is the velocity vector in polar 
coordinates in this model. The hidden state set should 
be a finite set, and it needs to be manually specified. 
The goal of this section is to assign the motion states 
by analyzing the motion patterns. 

Because of the uniform accelerating motion 
process between neighboring points, the motion trend 
can be classified into three types: constant  
acceleration (P), constant velocity (C), and constant 
deceleration (D) (Zheng and Zhou, 2012; Qiao SJ 
et al., 2015a). The relative orientation between two 
neighboring positions is determined by the current 
flight heading. As known, the flight heading gradu-
ally and irreversibly changes, and the turn angle must 
be less than 90° in theory (less than 60° in practice). 
Therefore, the turn trend has three options: turn left 
(L), go straight ahead (H), and turn right (R). By the 
same token, the altitude variation is represented by 
the pitch, and thus it has three types: climb (B), cruise 
(U), and descent (V). The final hidden state set of the 
motion trends has 27 members, each of which corre-
sponding to one combination of speed, yaw, and pitch 
from 3 speed×3 yaw×3 pitch types. The hidden states 
are labeled as 1 to 27, corresponding to the indices of 
the elements in the hidden states transition probability 
matrix. 

The conditional probability distribution p(vt|st=s), 
∀s∈S represents the speed probability distribution 
given a certain motion trend. Obviously, the variation 
in the aircraft speed, heading, and pitch during the 
flight are subjected to the constraints of aircraft per-
formance parameters, such as maximum acceleration, 
turning radius, and climb rate. 

3.2  Transition probability matrix 

The probability distribution of the hidden state 
transition between different prediction instants is 
described by the state transition matrix. The matrix 
should be learned from the historical discrete position 
data. Let the speed unit be m/s, and the speed differ-
ence between two neighboring prediction time in-
stants be ∆v=vt+1−vt. ςv={ςv|ςv∈

*} is an adaptive 
parameter to estimate the speed trend. Taking the 
monitoring device error into consideration, the trend 
of speed would be estimated by the constant velocity 
(C) when −ςv≤∆v≤ςv, constant deceleration (D) when 
∆v<−ςv, and constant acceleration (P) when ∆v>ςv. 
The yaw and pitch are expressed in degrees. It also 
requires adaptive parameters ςϑ and ςθ (positive 
decimal) for estimating the trend of yaw and pitch. 
These three parameters [ςv, ςϑ, ςθ] are determined by 
conducting several experiments. The dimensionality 
of the transition probability matrix is 27×27 since 
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there are 27 hidden states in our model. 
For example, assume that there is only one  

transition existing in our model process, and it can be 
expressed as 

 
T[220,10.5,6] ,t =v                       (6) 

T
+1 [230,15.9,8] .t =v                        (7) 

 
The motion trend sequence is decoded as <PHB, 

PRB, DHV>, if the adaptive parameter vector [ςv, ςϑ, 
ςθ] is [3, 5, 2]. In the hidden state sequence, the first 
state PHB and last state DHV are additional states of 
flight departure and arrival, respectively. The hidden 
state transition probability should be calculated as 
follows, forming matrix A: 

 
1( PRB | PHB) 0.5,t tp s s+ = = =             (8) 

1( DHV | PRB) 0.5.t tp s s+ = = =            (9) 
 

With the identifier of hidden states, elements of 
matrix A are all 0 except a4, 7=0.5 and a7, 24=0.5. 

3.3  Measurement probability distribution 

The observations of HMM based models in this 
study are motion states, i.e., speed, yaw, and pitch. 
These values can continuously change within the 
constraints of aircraft performance parameters. Thus, 
the matrix B of HMM is a conditional probability 
distribution function. In this study, GMMs are used to 
indicate the distribution properties of the measure-
ment probability (Qiao SJ et al., 2015a). The model is 
expressed as 

 

1
( | ) ( | , ).

k

i i i
i

p X a N Xψ µ σ
=

=∑              (10) 

 
In Eq. (10), ψ is the unknown parameter of 

GMM, containing k independent Gaussian compo-
nents. For the ith (i≤k) component, ai is the weight of 
the component in the whole GMM distribution, and μi 
and σi are the mean and standard deviations of the 
Gaussian component, respectively. The sum of all 
weights must be equal to 1, i.e., a1+a2+…+ak=1. The 
parameters of GMM consist of the following parts in 
Eq. (11) and (12), in which ψi represents the param-
eters of a single Gaussian component: 

1 2={ , , , },kψ ψ ψ ψ                       (11) 

i= , , .i i iaψ µ σ                               (12) 
 
 

4  Parameter learning 
 

After creating the flight model, we need to apply 
the relevant algorithms to learn the unknown param-
eters (Alligier et al., 2015; Prento et al., 2015) from 
the historical trajectory set. 

4.1  Learning the transition probability matrix 

Based on the definition of HMM, the learning 
steps of the transition probability matrix are intro-
duced as follows: 

1. extracting the velocity components from the 
attributes of collected points of the historical path; 

2. generating the hidden states sequence based 
on the adaptive parameters, adding PHB and DHV at 
the beginning and end of the sequences, respectively, 
and obtaining the quantity of the whole hidden states 
transition; 

3. calculating the transition between various 
hidden states and forming matrix A. 

4.2 Learning the measurement probability dis-
tribution 

Based on the model, the velocity component 
under different moving trends (hidden states) is first 
extracted from the historical path. Considering the 
flight profile, we select k=5 in Eq. (10) to describe the 
motion parameters during different flight stages. Then, 
an expectation maximization (EM) algorithm is ap-
plied to learn the parameters of GMM. The target 
function of the iterative training for parameter learn-
ing is defined as 

 

{ }
( )

( )( 1)

( , )

log( ( , | )) ( | , )darg max ,
g

gg

z
p X Z p Z X z

ϕ ψ ψ

ψ ψψ + = ∫


(13) 
where X is a speed sequence with length n, and Z is 
the introduced hidden states sequence with the same 
length n. Let 

 

1 1 ( , )

( , | ) ( , | ) ( | , ) ( | ) ,
z z zi i i

n n

i i i i i
i i N a

p X Z p x z p x z p z
µ σ

ψ ψ ψ ψ
= =

= =∏ ∏


(14) 
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1 1

( , )
( | , ) ( | , ) .

( , )
i i i

n n
z z z

i i
i i l l l

a N
p Z X p z x

a N
µ σ

ψ ψ
µ σ= =

= =∏ ∏  (15) 

 
Then we can obtain the optimal parameters under the 
EM frame by solving the target function (13): 

 
( 1) ( )

1

1 ( | , )
N

g g
l i

i
a p l x

N
ψ+

=

= ∑                (16) 

( )

( 1) 1

( )

1

( | , )

( | , )

N
g

i i
g i

l N
g

i
i

x p l x

p l x

ψ
µ

ψ

+ =

=

=
∑

∑
                 (17) 

( 1) 2 ( )

( 1) 1

( )

1

[ ] ( | , )

( | , )

N
i g

i l i
g i

l N
g

i
i

x p l x

p l x

µ ψ

ψ

+

+ =

=

−
=
∑

∑
σ   (18) 

( )( )

1

( | , )
| , =

( | , )

g i l l
i k

i t t
t

N xp l x
N x

µ σ
ψ

µ σ
=
∑

            (19) 

 

4.3  Learning the initial distribution of hidden 
states 

Based on the description of the initial distribu-
tion of hidden states, we adopt the unbiased estimate 
of the Gaussian distribution to learn the parameters 
for the model: 

 
* * * 2

1 1

1 1, ( ) .
n n

i i
i i

u x x u
n n

δ
= =

= = −∑ ∑           (20) 

 
 

5  Prediction of the velocity sequence 
 

Based on the Bayesian theorem (Mahler, 2011), 
we can obtain 

 

1 1 11( | ) ( | ) ( | )d ,t t
t t tt t t t tp s V p s s p s V s+ + ++= ∫    (21) 

1 1 1 1 1( | ) ( | ) ( | )d .t t
t t t t t tp v V p v s p s V s+ + + + += ∫   (22) 

 
In Eqs. (21) and (22), all the subscripts represent 

the indices of prediction instants. Vt is the predicted 
velocity sequence until time t. pt+1|t is the predicted 
probability distribution at time t+1 given the  

predicted sequence Vt. In Eq. (21), the first item in the 
integral is the hidden state transition probability dis-
tribution, and the second item is a corrected value 
after sampling. In Eq. (22), the first item in the inte-
gral is the measurement probability distribution, and 
the second item is estimation from Eq. (21). After 
completing the prediction of hidden states, a sampling 
algorithm is applied to obtain the final estimate. 
MCMC is a classic sampling algorithm for an 
n-dimensional vector. The working steps are shown as 
follows: 

 
1. Initializing xi (i=1, 2, …, n). 
2. For t=0, 1, 2, …, 

1
1 1 2 3

1 1
2 2 1 3

1 1
1 2 1

( | , , , ),

( | , , , ),
                  

( | , , , ).

+

+ +

+ +
−

− 

− 



− 

t t t t
n

t t t t
n

t t t t
n n n

x p x x x x

x p x x x x

x p x x x x

 

 
After sampling the velocity vector, the kinematic 

equation is adopted to calculate the position at every 
update instant. To reduce the prediction error, a uni-
form interpolation is used to correct the calculated 
position during every update cycle (Fig. 2) (Ding et 
al., 2015). The distance between the predicted and 
corrected positions is the correction bias. 

 
 
 
 
 
 
 
 
 
 

 
 

 
 
 
6  Simulation and analysis 
 

In this section, we describe the simulations to 
verify the adaptive parameters and evaluate the pre-
diction results. The simulation database daily con-
tains the historical paths from January 1, 2015 to 

 
 

Fig. 2  Corrected position obtained by a uniform  
interpolation 
The hollow and solid square blocks denote the positions 
predicted and corrected by our method, respectively, at time t 
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December 30, 2015 for 459 different flights executed. 
The purpose of our simulation is to predict the plan 
trajectory on December 30, 2015 for all flights by the 
historical path from January 1 to December 29, 2015 
with the goals of verifying the adaptive parameter and 
evaluating the prediction results. All the historical 
paths are preprocessed to keep an identical update 
cycle. For each flight, let Trc be the collected path in 
the simulation database, and Trp be the prediction 
result of our proposed method with the same length 
(update cycles) of Trc (marked by L). We will intro-
duce the evaluation factors first (Barrios and Motai, 
2011; Tang et al., 2016). 

1. Prediction error 
For c p

c pTr , Tr  (0 ),t tp p t L∈ ∈ ≤ ≤  we use the 

Euclidean distance c p( , )t td p p  to represent the error 
between the predicted and collected positions: 
 

c p c p 2 c p 2 c p 2( , ) ( ) ( ) ( ) .t t t t t t t td p p x x y y z z= − + − + − (23) 
 

2. Mean and standard deviations of the predic-
tion error 

After predicting the trajectory for all 459 flights, 
the prediction error at every moment for each flight is 
calculated by Eq. (23). Then the accuracy and stabil-
ity of the prediction results are depicted by the 
common statistical characteristics, such as the mean 
and standard deviations. The mean and standard de-
viations should be separately computed for a given 
flight and all flights: 
 

c p

1

1 ( , ),
N

d i i
i

d p p
N

µ
=

= ∑                        (24) 

2c p

1

1 ( , ) .δ µ
=

 = − ∑
N

d i i d
i

d p p
N

       (25) 

 

6.1  Adaptive modeling parameters 

In the modeling process, the choice of different 
thresholds of speed, yaw, and pitch between two ad-
jacent prediction moments will affect the motion 
trend estimate. Then the motion pattern distribution 
will be different, which will further impact the posi-
tion estimation. Thus, it is important to verify a series 
of model parameters [ςv, ςϑ, ςθ] from the historical 
path using a machine learning algorithm. Several tests 

are made by varying the parameters within the preset 
ranges. Pseudo code for tuning adaptive parameters is 
listed in the Algorithm 1. In this simulation, the 
evaluation factor is the mean of the prediction error of 
all 459 flights. It is difficult to visualize the procedure 
of parameter verification since there are three varia-
bles. Therefore, in the visualization process, we fix 
one parameter ςv, and then observe the variation in the 
other two parameters ςϑ and ςθ. Figs. 3–5 show the 
parameter tuning process. Fig. 3 shows the variation 
in the prediction error of yaw and pitch when ςv=12 
m/s. Fig. 4 shows the variation in speed and pitch 
when ςϑ=4°. Fig. 5 shows the variation in speed and 
yaw when ςθ=6°. 

 
Algorithm 1    Adaptive parameter tuning 
Input: range of parameters to be verified 
Output: optimal adaptive parameters 

1 for speed=S_min to S_max do 
2    for yaw=Y_min to Y_max do 
3        for pitch=P_min to P_max do 
4          Generate the hidden state sequence and group the 

velocity vectors according to the hidden state. 
5          Optimize the learnable parameters for GMM. 
6          Predict the moving trend sequence on the basis of 

the first state (PHB). 
7      Sample the motion parameters under different 

moving trends, and average multiple sampling 
may be useful for obtaining a stable result. 

8         Calculate the aircraft positions until landing time 
and correct positions by a uniform interpolation. 

9        Measure the prediction error sequence between the 
collected and predicted values. 

10       Save the results as mean and standard after com-
puting the mean and standard deviations of the 
prediction error sequence. 

11  Compare the result with result_tuple, and  
assign the smaller one to result_tuple. 

12       end for 
13    end for 
14 end for 
15 return result_tuple 
 

The following conclusions can be drawn from 
Figs. 3–5: 

1. The mean of the prediction error gradually 
increases with the increase in adaptive parameters ςv, 
ςϑ, and ςθ. 

2. In Fig. 3, the mean of the prediction error is 
not greatly influenced by the difference in pitch 
(corresponding to the moving trend: climb, cruise, 
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and descent), but the difference in heading has a 
stronger effect. The optimal values of pitch and yaw 
differences are 4° and 6°, respectively. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3. In Fig. 4, the mean of the prediction error has a 
special feature in that the optimal values exist in the 

bottom of the bowl. The values are neither too large 
nor too small, but we can clearly see that the predic-
tion error is influenced mainly by the difference in 
speed (corresponding to the motion trend: accelera-
tion, constant speed, and deceleration). The difference 
in pitch has a much weaker impact. 

4. In Fig. 5, the change in the prediction error is 
similar to that shown in Fig. 4 except that there is 
more fluctuation along with the change in the speed 
difference. 

From the above discussions, we know that the 
variations in speed, yaw, and pitch have different 
effects on the final prediction result. Therefore, to 
obtain a more practical result, all these factors should 
be taken into consideration comprehensively. That is 
why we model the velocity vector sequence in HMM. 
The elbow rule, which comes from a machine learn-
ing course instructed by Andre Ng, provides good 
guidance for parameter selection in our simulations. 
When we encounter a tradeoff between computing 
complexity and prediction accuracy, we select the 
maximum parameters before the prediction accuracy 
deteriorates to reduce the computing complexity. To 
ensure the accuracy of trajectory prediction, the larger 
parameters (adaptive parameters) are selected to re-
duce the computational complexity in the learning 
and prediction processes. 

6.2  Evaluation of the prediction results 

Based on the analysis of adaptive parameter 
tuning in Section 6.1, we determined the parameters 
for all flights by the simulations, and then processed 
modeling, learning, and prediction. Once the pre-
dicted trajectory is obtained, the comparison with the 
collected historical trajectory is implemented to 
evaluate the prediction result. According to the final 
prediction result, the mean and standard deviations of 
the prediction error for all 459 flights are about 
206.00 and 67.90 m, respectively. The mean and 
standard deviations of the most accurately forecasted 
flight are only 79.83 and 39.70 m respectively, while 
those of the least accurately forecasted flight are up to 
535.14 and 176.70 m, respectively. In the visualiza-
tion phase, it is impractical to put all 459 prediction 
results on the same graph, so we show our results only 
for the flight whose prediction error is closest (almost 
the same) to the overall level. The values of adaptive 
parameters are listed in Table 1, and the predicted and 
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Fig. 3  Diagram of the prediction error with varied yaw 
and pitch when ςv=12m/s (References to color refer to the 
online version of this figure) 

 

 
 

Fig. 4  Diagram of the prediction error with varied speed 
and pitch when ςϑ=4° (References to color refer to the 
online version of this figure) 
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Fig. 5  Diagram of the prediction error with varied speed 
and yaw when ςθ=6° (References to color refer to the 
online version of this figure) 



Lin et al. / Front Inform Technol Electron Eng   2018 19(7):905-916 914 

collected trajectories are compared in Fig. 6. Fig. 7 
shows the prediction error at different update instants. 
Fig. 8 depicts the prediction error distribution from 0 
to 1000 m, where we divided the errors into different 
levels. 

 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The whole collected and predicted trajectories 
from the departure to arrival are shown in Fig. 6. For 
greater contrast, the prediction errors of both the se-
lected example flight and of all flights are shown in 

Figs. 7 and 8. The prediction errors of both the  
selected flight and all sampled flights fluctuated in a 
wider range during the climb and descent stages than 
that in the cruise stage (Fig. 7). This is the temporal 
pattern of prediction error distribution. Similarly, the 
spatial distribution rules can be summarized from 
Fig. 8, where we can see that most prediction errors 
occur at around 200 m. Moreover, according to the 
analysis, we find that the altitude error contributes 
more during the climb and descent stages, while the 
horizontal error maintains a relatively high level 
during the cruise stage. 

 
 
 
 
 
 

 
 
To further prove the superiority of our proposed 

model, we conduct several simulations to compare 
our model with other models, including a traditional 
kinematics and dynamics based model (KDM), a 
statistical model (HMM) on the flight phase and ve-
locity vector (HMPV), and a GMM based model on 
position and speed (GMPS). These simulations are 
conducted on the same dataset and the overall (for all 
459 flights) mean and standard deviations of the pre-
diction error are regarded as the evaluation criterion. 
The results are listed in Table 2. It is clear that our 
model gives more accurate and stable prediction re-
sults than the other methods. As for the traditional 
KDM method, both the mean and standard deviation 
are the highest among the listed models because of its 
simple aerodynamic equations and improper param-
eter setting. HMPV uses HMM to model the flight 
phase (climb, cruise, and descent), and kernel func-
tions are applied to describe the law of velocity, so the 
mean of the prediction error is relatively low (about 
361 m). As for GMPS, a GMM is used to model the 
whole velocity distribution. It is a coarse model which 
does not consider the discriminative features in dif-
ferent flight environments, but it is also better than 
KDM due to the learning process. We believe that our 
algorithm achieves the best performance, because it 
applies more reasonable and distinctive modeling of 
the motion parameters. 
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Fig. 6  Comparison between collected and predicted tra-
jectories for a selected flight in the 3D space (References 
to color refer to the online version of this figure) 

 

 
 

Fig. 7  Comparison of the prediction errors between a 
selected flight and all flights at different update periods 
(References to color refer to the online version of this 
figure) 
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Fig. 8  Comparison of the prediction error distribution 
between a selected flight and all flights in different ranges 
(References to color refer to the online version of this 
figure) 

Table 1  Adaptive parameters for the selected flight 

Parameter Value 
ςv 12 m/s 
ςϑ 4° 
ςθ 6° 
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7  Conclusions 
 

To meet the urgent demand for accurate trajec-
tory prediction in ATFM systems, we have proposed a 
hybrid double stochastic statistical model to depict 
the flying process. A more accurate and credible tra-
jectory prediction has been obtained by calculating 
the motion equations with a predicted velocity se-
quence. The main idea of this work is that the motion 
trend has high similarity for the same route and the 
dynamic parameters of aircraft can be described by a 
learnable distribution. Taking the implicit uncertain-
ties into consideration, the proposed model focuses 
mainly on mining the motion characteristics from 
historical trajectories during the flight by modeling 
the 3D velocity vector. In accordance with the basic 
idea, a double stochastic process is designed using 
HMM and GMM to model the motion trend and pa-
rameters, respectively. Machine learning algorithms 
are applied to optimize the learnable parameters for 
the models and distributions. The hidden state se-
quence is predicted by selecting the highest probabil-
ity from the proposed model, and MCMC is then used 
to sample the dynamic motion parameters from the 
measurement probability distribution. The aircraft 
position sequence is calculated using a kinematic 
equation, and a correctiion procedure is achieved by 
interpolation. Simulations are conducted to verify the 
modeling parameters and estimate the trajectories for 
all flights. By comparison with the collected ground 
truth data, the validity of our method is proved by 
evaluating the prediction errors. The results of further 
comparative tests show that our proposed algorithm 
achieves more accurate and stable results. Therefore, 
our proposed model may be an excellent solution for 
trajectory prediction in ATM and simulation systems. 

Two extensions to this method are possible: 
more efficient algorithms can be developed to learn 
the parameters and predict the trajectory; an overall 

prediction for the whole air traffic situation would 
provide a better solution to the problems when facing 
the civil aviation industry. We will continue our re-
search along these two directions. 
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