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#### Abstract

Significant research interest has recently been attracted to the study of bipedal robots due to the wide variety of their potential applications. In reality, bipedal robots are often required to perform gait transitions to achieve flexible walking. In this paper, we consider the gait transition of a five-link underactuated three-dimensional (3D) bipedal robot, and propose a two-layer control strategy. The strategy consists of a unique, event-based, feedback controller whose feedback gain in each step is updated by an adaptive control law, and a transition controller that guides the robot from the current gait to a neighboring point of the target gait so that the state trajectory can smoothly converge to the target gait. Compared with previous works, the transition controller is parameterized and its control parameters are obtained by solving an optimization problem to guarantee the physical constraints in the transition process. Finally, the effectiveness of the control strategy is illustrated on the underactuated 3D bipedal robot.
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## 1 Introduction

The study of bipedal robots is fascinating due to the wide variety of potential applications in the areas of military use, disaster rescue, and family service (Hirose and Ogawa, 2007; Kaneko et al., 2015; Yanco et al., 2015). In the last few decades, a lot of successful prototypes have been designed, such as ASIMO (Hirose and Ogawa, 2007), HRP (Kaneko et al., 2011), and HUBO (Park et al., 2007). These

[^0]high-degree-of-freedom robots address the challenge of bipedal balance by careful regulation of their zeromoment point (ZMP) (Vukobratović and Borovac, 2004). Although the full-actuation approach is very effective in physical environments, it is relatively conservative because it requires bipedal robots be balanced at each state. In addition, the full-actuation approach tends to consume more power (Collins et al., 2005).

Recently, underactuated bipedal robots have attracted significant research interest (Gregg and Righetti, 2013; Ames et al., 2014; Montano et al., 2017), and a lot of successful control strategies have been proposed. Ames (2014) proposed a human-inspired control approach for bipedal walking that uses human data. Li et al. (2015) proposed
hip strategies for underactuated bipeds subject to external forces. Sreenath et al. (2013) proposed an active force control method to achieve fast and stable running of the bipedal robot MABEL. Yi and Lin (2015) developed a running control law for an underactuated planar biped. Tang et al. (2015) proposed a discrete transverse linearization method to achieve stable walking of a three-dimensional (3D) compasslike biped. Chevallereau et al. (2009) proposed an event-based control method to achieve stable walking of a five-link underactuated 3D biped. Hamed and Grizzle (2014) further developed the event-based control strategy into a time-invariant one-step hybrid control scheme on the basis of rightleft symmetry, linear matrix inequalities (LMIs), and robust optimal control (ROC). Although exhibiting very efficient energy and natural dynamics, these control strategies focus mainly on the stabilization of underactuated bipedal robots on one single periodic gait. In reality, bipedal robots are often required to perform gait transitions to achieve flexible walking, such as controlling the walking speed (Hobbelen and Wisse, 2008; Moon et al., 2016), changing the walking direction (Shih et al., 2012), or regulating the step length (Hu et al., 2011). Nevertheless, because there are not enough actuators, the gait characteristics of an underactuated biped cannot be directly controlled or preplanned as they can in fully actuated robots (Chevallereau et al., 2009; Geng, 2014). Therefore, it is a nontrivial task for underactuated bipeds to realize precise or smooth transition from one gait to another.

Currently, studies on gait transition of underactuated bipedal robots are relatively limited, and they focus mainly on planar robots. Hobbelen and Wisse (2008) proposed a strategy combining feedforward actuation adjustment with step-to-step speed feedback to regulate the walking speed of a planar biped with passive knees. Geng (2014) proposed a two-level control structure consisting of a walking controller and a model predictive controller to regulate the walking speed of a five-link planar biped. Yi et al. (2014) proposed a strategy combining transitional control with event-based control to achieve variable speed running on a four-link planar biped. Da et al. (2016) and Nguyen et al. (2017) proposed a novel gait transition method by combining a virtual constraint approach with an interpolation method, and the results were validated experimentally. In

Da et al. (2017), this gait transition method was further improved with the supervised learning approach. In another very interesting study, Yang et al. (2009) considered the gait transitions between a set of previously designed gaits to achieve stable aperiodic walking, where smooth transition is achieved by a hierarchical control structure consisting of an individual controller and a one-step transition controller that could guide the biped to an expected final configuration.

Compared with underactuated planar bipeds, 3D bipeds have more degrees of underactuation and their stabilization problems are more difficult, which make the control of gait transition more challenging. To the best of our knowledge, few researchers have focused on gait transitions of 3D cases. Here, to achieve stable and smooth gait transition of an underactuated 3D biped, we propose a two-layer control strategy that consists of an event-based feedback controller and a transition controller. The eventbased feedback controller is designed to achieve stability of the target gait, and the transition controller is designed to guide the robot from the current gait to a neighboring point of the target gait. To guarantee the physical constraints in the transition process, the transition controller is parameterized and its control parameters are obtained by solving an optimization problem.

## 2 Preliminaries

The 3D biped considered is depicted in Fig. 1. Here, $q_{0}, q_{1}$, and $q_{2}$ are the yaw, pitch, and roll angles of the stance leg, respectively; $q_{3}$ and $q_{8}$ are the relative joint angles of the stance-leg knee and swing-leg knee, respectively; $q_{4}$ and $q_{5}$ are the relative joint angles of the stance-leg hip; $q_{6}$ and $q_{7}$ are the relative joint angles of the swing-leg hip. Angles $q_{2}, q_{5}$, and $q_{6}$ are in the frontal plane, while $q_{1}, q_{3}$, $q_{4}, q_{7}$, and $q_{8}$ are in the sagittal plane. Angles $q_{0}$, $q_{1}$, and $q_{2}$ are underactuated due to passive contact, while $\boldsymbol{q}_{a}=\left[q_{3}, q_{4}, \ldots, q_{8}\right]^{\mathrm{T}}$ are independently actuated. Angles $q_{0, \mathrm{sw}}, q_{1, \mathrm{sw}}$, and $q_{2, \mathrm{sw}}$ denote the relative angles of the swing-leg shin, and they can be calculated by kinematic relationships. This robot consists of five rigid links connected by revolute joints: a torso and two symmetric legs. For simplicity, each link is modeled by a point mass at its center.


Fig. 1 Model of the three-dimensional (3D) five-link biped. The robot is supporting on the left (a) and right (b) legs, respectively

### 2.1 Hybrid model of bipedal walking

We consider the most important and simple form of 3D bipedal walking, i.e., symmetric walking. Moreover, the 3D bipedal walking is assumed to consist of two alternating phases of motion: single support and double support. It is further assumed that the double support phase is instantaneous and occurs when the swing leg impacts the ground. As a result, the 3D bipedal robot is modeled as a hybrid system.

In the single support phase, the yaw rotation $q_{0}$ is assumed to be inhibited by friction, and thus $\boldsymbol{q}=\left[q_{1}, q_{2}, \ldots, q_{8}\right]^{\mathrm{T}}$ are defined as the generalized coordinates. Based on the customary Lagrangian method, the dynamic model for the 3D biped in the single support phase can be obtained as

$$
\begin{equation*}
\boldsymbol{D}_{v}(\boldsymbol{q}) \ddot{\boldsymbol{q}}+\boldsymbol{H}_{v}(\boldsymbol{q}, \dot{\boldsymbol{q}})=\boldsymbol{B} \boldsymbol{u}_{v}, \tag{1}
\end{equation*}
$$

where the subscript $v \in\{1,2\}$ denotes the left or right support phase, $\boldsymbol{D}_{v}(\boldsymbol{q})$ is the positive-definite $8 \times 8$ mass-inertia matrix, $\boldsymbol{H}_{v}(\boldsymbol{q}, \dot{\boldsymbol{q}})$ is the $8 \times 1$ vector of Coriolis and gravity terms, $\boldsymbol{B}$ is a full-rank, constant matrix indicating whether a joint is actuated or not, and $\boldsymbol{u}_{v}$ is the $6 \times 1$ vector of the input torques. Defining the state variables as $\boldsymbol{x}_{v}=[\boldsymbol{q}, \dot{\boldsymbol{q}}]^{\mathrm{T}}$, model (1) can be rewritten as

$$
\begin{equation*}
\dot{\boldsymbol{x}_{v}}=\boldsymbol{f}_{v}\left(\boldsymbol{x}_{v}\right)+\boldsymbol{g}_{v}\left(\boldsymbol{x}_{v}\right) \boldsymbol{u}_{v}, \tag{2}
\end{equation*}
$$

where

$$
\boldsymbol{f}_{v}\left(\boldsymbol{x}_{v}\right)=\left[\begin{array}{c}
\dot{\boldsymbol{q}} \\
-\boldsymbol{D}_{v}^{-1}(\boldsymbol{q}) \boldsymbol{H}_{v}(\boldsymbol{q}, \dot{\boldsymbol{q}})
\end{array}\right],
$$

$$
\boldsymbol{g}_{v}\left(\boldsymbol{x}_{v}\right)=\left[\begin{array}{c}
\mathbf{0} \\
\boldsymbol{D}_{v}^{-1}(\boldsymbol{q}) \boldsymbol{B}
\end{array}\right] .
$$

During the double support phase, $\boldsymbol{q}_{e}=$ $\left[x_{\mathrm{st}}, y_{\mathrm{st}}, z_{\mathrm{st}}, q_{0}, q_{1}, \ldots, q_{8}\right]^{\mathrm{T}}$ are defined as the generalized coordinates, where $\left(x_{\mathrm{st}}, y_{\mathrm{st}}, z_{\mathrm{st}}\right)$ are the Cartesian coordinates of the stance foot. Next, under assumptions that are analogous to those in Grizzle et al. (2001), the impact model for the double support phase can be obtained as

$$
\left[\begin{array}{c}
\dot{\boldsymbol{q}}_{v, e}^{+}  \tag{3}\\
\boldsymbol{F}_{v, \mathrm{sw}}
\end{array}\right]=\left[\begin{array}{cc}
\boldsymbol{D}_{v, e} & -\boldsymbol{E}_{v, \mathrm{sw}}^{\mathrm{T}} \\
\boldsymbol{E}_{v, \mathrm{sw}} & \mathbf{0}
\end{array}\right]^{-1}\left[\begin{array}{c}
\boldsymbol{D}_{v, e} \dot{\boldsymbol{q}}_{v, e}^{-} \\
\mathbf{0}
\end{array}\right],
$$

where $\dot{\boldsymbol{q}}_{v, e}^{-}$and $\dot{\boldsymbol{q}}_{v, e}^{+}$are the extended velocities before and after the impact respectively, $\boldsymbol{F}_{v, \mathrm{sw}}$ is the impulsive reaction force on the swing leg at the contact point, $\boldsymbol{D}_{v, e}$ is the generalized mass-inertia matrix, and $\boldsymbol{E}_{v, \mathrm{sw}}=\partial / \partial \boldsymbol{q}_{e}\left[x_{\mathrm{sw}}, y_{\mathrm{sw}}, z_{\mathrm{sw}}, q_{0, \mathrm{sw}}\right]^{\mathrm{T}}$ is the Jacobian for the position of the swing foot and its orientation in the $x-y$ plane. After the impact, the coordinates $\left[q_{1, \mathrm{sw}}, q_{2, \mathrm{sw}}, q_{8}, q_{7}, \ldots, q_{3}\right]$ are relabeled as $\left[q_{1}, q_{2}, \ldots, q_{8}\right]$, as shown in Fig. 1. Then by combining the coordinate relabeling and the impact model, the dynamic model for the double support is given by

$$
\boldsymbol{x}_{v+1}^{+}=\boldsymbol{\Delta}_{v}^{v+1}\left(\boldsymbol{x}_{v}^{-}\right)=\left[\begin{array}{c}
\boldsymbol{\Delta}_{v, q}\left(\boldsymbol{q}^{-}\right)  \tag{4}\\
\boldsymbol{\Delta}_{v, \dot{q}}\left(\boldsymbol{q}^{-}, \dot{\boldsymbol{q}}^{-}\right)
\end{array}\right],
$$

where $\boldsymbol{x}_{v+1}^{+}=\left[\boldsymbol{q}_{v+1}^{+}, \dot{\boldsymbol{q}}_{v+1}^{+}\right]^{\mathrm{T}}$ is the initial state of the next step and $\boldsymbol{x}_{v}^{-}=\left[\boldsymbol{q}_{v}^{-}, \dot{\boldsymbol{q}}_{v}^{-}\right]^{\mathrm{T}}$ is the final state of the current step. Similar to Grizzle et al. (2014), considering the periodicity of the 3D bipedal walking, we use the notation $v+1=1$ for $v=2$.

From Eqs. (2) and (4), the complete hybrid system of the 3D bipedal robot can be expressed as

$$
\boldsymbol{\Sigma}:=\left\{\begin{array}{l}
\dot{x}_{1}=\boldsymbol{f}_{1}\left(\boldsymbol{x}_{1}\right)+\boldsymbol{g}_{1}\left(\boldsymbol{x}_{1}\right) \boldsymbol{u}_{1}, \quad \boldsymbol{x}_{1} \notin \boldsymbol{S}_{1}^{2},  \tag{5}\\
\boldsymbol{x}_{2}^{+}=\Delta_{1}^{2}\left(\boldsymbol{x}_{1}^{-}\right), \quad \boldsymbol{x}_{1} \in \boldsymbol{S}_{1}^{2}, \\
\dot{\boldsymbol{x}}_{2}=\boldsymbol{f}_{2}\left(\boldsymbol{x}_{2}\right)+\boldsymbol{g}_{2}\left(\boldsymbol{x}_{2}\right) \boldsymbol{u}_{2}, \quad \boldsymbol{x}_{2} \notin \boldsymbol{S}_{2}^{1}, \\
\boldsymbol{x}_{1}^{+}=\Delta_{2}^{1}\left(\boldsymbol{x}_{2}^{-}\right), \quad \boldsymbol{x}_{2} \in \boldsymbol{S}_{2}^{1},
\end{array}\right.
$$

where $\boldsymbol{S}_{v}^{v+1}=\left\{\boldsymbol{x}_{v} \mid z_{\mathrm{sw}}\left(\boldsymbol{x}_{v}\right)=0, x_{\mathrm{sw}}\left(\boldsymbol{x}_{v}\right)>0\right\}(v=$ $1,2)$ denotes the switching surface. Moreover, for symmetric walking, we have

$$
\begin{equation*}
\boldsymbol{x}_{1}(t)=\boldsymbol{\Psi} \boldsymbol{x}_{2}(t), \tag{6}
\end{equation*}
$$

where $\boldsymbol{\Psi}=\left[\begin{array}{cc}\boldsymbol{\Pi} & \mathbf{0}_{8 \times 8} \\ \mathbf{0}_{8 \times 8} & \boldsymbol{\Pi}\end{array}\right]$ and

$$
\boldsymbol{\Pi}=\operatorname{diag}(1,-1,1,1,-1,-1,1,1) .
$$

Therefore, for simplicity of analysis, the dynamic model (1) is simplified as

$$
\Sigma:=\left\{\begin{array}{l}
\dot{x}_{1}=f_{1}\left(x_{1}\right)+g_{1}\left(x_{1}\right) u_{1}, \quad x_{1} \notin \boldsymbol{S}_{1}^{2}  \tag{7}\\
\boldsymbol{x}_{1}^{+}=\Delta\left(x_{1}^{-}\right), \quad \boldsymbol{x}_{1} \in S_{1}^{2}
\end{array}\right.
$$

where $\boldsymbol{\Delta}=\boldsymbol{\Psi} \boldsymbol{\Delta}_{1}^{2}$. In the actual implementation, the bipedal walking with the right stance leg can be managed using the symmetry property (6) (Chevallereau et al., 2009; Hamed and Grizzle, 2014).

### 2.2 Periodic gait planning using virtual constraints

The virtual constraint approach (Westervelt et al., 2007; Chevallereau et al., 2009; Freidovich et al., 2009) is the most basic tool for periodic gait planning of underactuated systems. In this approach, the periodic gait planning of an underactuated system can be transformed into a parameter optimization process to find the virtual constraint coefficients that define a periodic gait. Here, the virtual constraints for the underactuated 3D biped are expressed as

$$
\begin{equation*}
\boldsymbol{y}=\boldsymbol{q}_{a}-\boldsymbol{h}_{\mathrm{d}}(\boldsymbol{\alpha}, \theta) \tag{8}
\end{equation*}
$$

where $\boldsymbol{q}_{a}=\left[q_{3}, q_{4}, \ldots, q_{8}\right]^{\mathrm{T}}$ denote the controlled joints, $\theta=-q_{1}-0.5 q_{3}$ is a quantity that strictly increases along a typical walking gait, and $\boldsymbol{h}_{\mathrm{d}}(\boldsymbol{\alpha}, \theta)$ is the desired evolution of the controlled joints as a function of $\theta$ with parameters $\boldsymbol{\alpha}$. Here, $\boldsymbol{h}_{\mathrm{d}}(\boldsymbol{\alpha}, \theta)$ is designed as a form of Bezier polynomial of degree three, i.e.,

$$
\begin{equation*}
\boldsymbol{h}_{\mathrm{d}}(\boldsymbol{\alpha}, \theta)=\sum_{k=0}^{3} \boldsymbol{\alpha}_{k} \frac{3!}{k!(3-k)!} s^{k}(1-s)^{3-k} \tag{9}
\end{equation*}
$$

where $s=\left(\theta-\theta_{\mathrm{f}}\right) /\left(\theta_{\mathrm{f}}-\theta_{\text {ini }}\right)$ is the normalized independent variable, the subscripts "ini" and " f " denote "initial" and "final" respectively, and the coefficients $\boldsymbol{\alpha}_{k}$ are $6 \times 1$ vectors of real numbers and can be deduced from the final state $\boldsymbol{x}^{-}=\left[\boldsymbol{q}^{-}, \dot{\boldsymbol{q}}^{-}\right]^{\mathrm{T}}$. Therefore, the search for a periodic gait can be cast as a constrained nonlinear optimization problem: find the optimization parameters prescribing the final state $\boldsymbol{x}^{-}$that minimizes the integral-squared torque per step length:

$$
\begin{equation*}
J=\frac{1}{L_{\text {step }}} \int_{0}^{T}\left\|\boldsymbol{u}_{1}(t)\right\|^{2} \mathrm{~d} t \tag{10}
\end{equation*}
$$

where $T$ and $L_{\text {step }}$ are the step duration and step length respectively, subject to the physical constraints of bipedal walking and some other constraints that reflect different requirements (Chevallereau et al., 2009; Dehghani et al., 2015).

The above optimization process is performed in MATLAB with the Patternsearch function in the optimization toolbox. Because the criterion being optimized has many local minima and the optimization technique used is local, the optimization results depend on the initial set of the optimization parameters.

## 3 A two-layer control strategy for gait transition

To clarify the control strategy, this section focuses on the gait transition between two periodic gaits. Similar analysis can be performed for the transition between other gaits in a gait library.

### 3.1 Overview of the control strategy

Mathematically, the gait transition between two periodic gaits is actually the transition from one periodic orbit of the dynamic model to another. Suppose that two periodic gaits have been obtained by the virtual constraint approach, and the robot is expected to transit from gait 2 to gait 1 (Fig. 2), where $\boldsymbol{S}_{1}^{2}$ denotes the switching hyper-surface of the dynamic model (7), and $\Delta\left(\boldsymbol{S}_{1}^{2}\right)$ denotes the hyper-surface after the discrete phase. Gait 2 and gait 1 are represented by the green and red periodic orbits, respectively. $\left(\boldsymbol{x}^{+}\right)_{l}$ and $\left(\boldsymbol{x}^{-}\right)_{l}(l=1,2)$ are the desired initial and final states for the gaits, respectively. The dashed curve represents the discrete phases. The ring area around gait 1 represents the neighboring


Fig. 2 Illustration of two periodic gaits for gait transition. References to color refer to the online version of this figure
area where the state trajectory can smoothly converge to gait 1. To achieve a stable and smooth transition, we propose a two-layer control strategy consisting of an event-based feedback controller and a transition controller. The event-based feedback controller is designed to achieve stability of gait 1 , and the transition controller is designed to guide the robot from gait 2 to a neighboring point of gait 1 . The control strategy will be described in detail in the next subsection.

### 3.2 Event-based feedback controller

The event-based control method (Chevallereau et al., 2009; Hamed and Grizzle, 2014) has proved to be an effective tool for the stabilization of underactuated 3D bipeds. In this subsection, we will develop a novel event-based feedback controller. Compared with previous works, the feedback gain of the controller in each step is not constant, but it is updated by an adaptive control law to achieve an optimal performance in terms of the balance between the convergence rate and input energy.

## 1. Control objective

From Chevallereau et al. (2009), for underactuated 3D bipeds, the stability of the closed-loop system can be dramatically improved through a judicious choice of the control output. The effectiveness of the choice of the output has also been shown in Hamed et al. (2016) and Griffin and Grizzle (2017). Here, to introduce the present feedback controller in a clear way, we simply use the actuated joints as the controlled variables for the output. Specifically, the feedback controller in the $k^{\text {th }}$ step is constructed as

$$
\begin{gather*}
\boldsymbol{\Gamma}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)=\boldsymbol{u}_{1}^{*}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)-\left(\boldsymbol{L}_{g_{1}} \boldsymbol{L}_{f_{1}} \boldsymbol{y}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{\boldsymbol{k}}\right)\right)^{-1} \\
\cdot\left(\frac{K_{P}}{\varepsilon^{2}} \boldsymbol{y}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)+\frac{K_{D}}{\varepsilon} \boldsymbol{y}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)\right), \tag{11}
\end{gather*}
$$

where
$\boldsymbol{u}_{1}^{*}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)=-\left(\boldsymbol{L}_{g_{1}} \boldsymbol{L}_{f_{1}} \boldsymbol{y}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)\right)^{-1} \boldsymbol{L}_{f_{1}}^{2} \boldsymbol{y}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)$,
$\boldsymbol{L}_{g_{1}}$ and $\boldsymbol{L}_{f_{1}}$ are the Lie derivatives (Westervelt et al., 2007), $K_{P}>0, K_{D}>0$, and $\varepsilon$ is a sufficiently small positive constant. In addition, $\boldsymbol{y}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)$ is the parameterized output for the control system with a vector of adjustable parameters $\boldsymbol{\beta}_{k} \in \boldsymbol{\Xi}\left(\boldsymbol{\Xi} \in \mathbb{R}^{6}\right)$, which is designed as

$$
\begin{equation*}
\boldsymbol{y}_{1}\left(\boldsymbol{x}_{1}, \boldsymbol{\beta}_{k}\right)=\boldsymbol{q}_{a}-\boldsymbol{h}_{e}(\theta)-\boldsymbol{h}_{s}\left(\theta, \boldsymbol{\beta}_{k}\right) . \tag{12}
\end{equation*}
$$

Here, $\boldsymbol{h}_{e}(\theta)$ is the Bezier polynomial of degree three with the Bezier coefficients determined from the actual initial state and the desired final state, and $\boldsymbol{h}_{s}\left(\theta, \boldsymbol{\beta}_{k}\right)$ is an additional term to shift the eigenvalues of the Poincaré map which is designed to be a fifth-order polynomial of $\theta$ such that

$$
\left\{\begin{array}{l}
\boldsymbol{h}_{s}\left(\theta_{\mathrm{ini}}, \boldsymbol{\beta}_{k}\right)=\mathbf{0}  \tag{13}\\
\frac{\partial \boldsymbol{h}_{s}}{\partial \theta}\left(\theta_{\mathrm{ini}}, \boldsymbol{\beta}_{k}\right)=\mathbf{0}, \\
\boldsymbol{h}_{s}\left(\left(\theta_{\mathrm{ini}}+\theta_{\mathrm{f}}\right) / 2, \boldsymbol{\beta}_{k}\right)=\boldsymbol{\beta}_{k}, \\
\boldsymbol{h}_{s}\left(\theta, \boldsymbol{\beta}_{k}\right) \equiv \mathbf{0}, \quad 0.1 \theta_{\mathrm{ini}}+0.9 \theta_{\mathrm{f}} \leq \theta \leq \theta_{\mathrm{f}}
\end{array}\right.
$$

Moreover, the continuity of position, velocity, and acceleration is ensured at $\theta=0.1 \theta_{\text {ini }}+0.9 \theta_{\mathrm{f}}$.

With the additional term $\boldsymbol{h}_{s}\left(\theta, \boldsymbol{\beta}_{k}\right)$, the Poincaré map $\boldsymbol{P}: \boldsymbol{S}_{1}^{2} \times \boldsymbol{\Xi} \rightarrow \boldsymbol{S}_{1}^{2}$ induces a nonlinear discrete-time system:

$$
\begin{equation*}
\boldsymbol{x}_{k}=\boldsymbol{P}\left(\boldsymbol{x}_{k-1}, \boldsymbol{\beta}_{k}\right) \tag{14}
\end{equation*}
$$

where the subscript $k$ represents the step number. Here, the controller parameter $\boldsymbol{\beta}_{k}$ in the $k^{\text {th }}$ step is updated by

$$
\begin{equation*}
\boldsymbol{\beta}_{k}=-\boldsymbol{K}_{n_{k}}\left(\boldsymbol{x}_{k-1}-\boldsymbol{x}^{*}\right), \tag{15}
\end{equation*}
$$

where $\boldsymbol{x}^{*}$ is the fixed point of $\boldsymbol{P}, \boldsymbol{K}_{n_{k}}$ the feedback gain to be determined in the $k^{\text {th }}$ step, and $n_{k}$ a positive integer.

Because $\boldsymbol{\beta}_{k}$ is designed to be a function of $\boldsymbol{x}_{k-1}$, the Poincaré map $\boldsymbol{P}$ in the $k^{\text {th }}$ step can be represented by the Poincaré map $\boldsymbol{P}_{n_{k}}: \boldsymbol{S}_{1}^{2} \rightarrow \boldsymbol{S}_{1}^{2}$, and

$$
\begin{equation*}
\boldsymbol{x}_{k}=\boldsymbol{P}_{n_{k}}\left(\boldsymbol{x}_{k-1}\right)=\boldsymbol{P}\left(\boldsymbol{x}_{k-1},-\boldsymbol{K}_{n_{k}}\left(\boldsymbol{x}_{k-1}-\boldsymbol{x}^{*}\right)\right) . \tag{16}
\end{equation*}
$$

Therefore, for some initial condition $\boldsymbol{x}_{0}$ in the neighborhood of the fixed point $\boldsymbol{x}^{*}$, we have

$$
\begin{equation*}
\boldsymbol{x}_{k}=\boldsymbol{P}_{n_{k}} \circ \boldsymbol{P}_{n_{k-1}} \circ \ldots \circ \boldsymbol{P}_{n_{1}}\left(\boldsymbol{x}_{0}\right) \tag{17}
\end{equation*}
$$

Now, the expression of $\boldsymbol{x}_{k}$ under feedback controller (11) has been derived, and the stabilization of the periodic gait is transformed into a problem of designing the feedback gains in each step such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \boldsymbol{x}_{k}=\boldsymbol{x}^{*} \tag{18}
\end{equation*}
$$

2. Design of feedback gains

We present an adaptive control law to update the feedback gain in each step. First, a set of feedback gains are designed according to the discrete linear quadratic regulator (DLQR), where each feedback gain $\boldsymbol{K}_{m}(m=1,2, \ldots)$ is designed so that the
state feedback law $\boldsymbol{\beta}_{k}=-\boldsymbol{K}_{m}\left(\boldsymbol{x}_{k-1}-\boldsymbol{x}^{*}\right)$ minimizes the cost function $\sum_{k}\left(\delta \boldsymbol{x}_{k-1}^{\mathrm{T}} Q \delta \boldsymbol{x}_{k-1}+\boldsymbol{\beta}_{k}^{\mathrm{T}} R \boldsymbol{\beta}_{k}\right)$ subject to the state dynamics $\delta \boldsymbol{x}_{k}=\boldsymbol{A} \delta \boldsymbol{x}_{k-1}+\boldsymbol{F} \boldsymbol{\beta}_{k}$, which is the linearization of Eq. (14). Here, $\boldsymbol{A}$ is the Jacobian of $\boldsymbol{P}$ at the fixed point $\boldsymbol{x}^{*}, \boldsymbol{F}$ is the Jacobian of $\boldsymbol{P}$ with respect to $\boldsymbol{\beta}_{\boldsymbol{k}}, \delta \boldsymbol{x}_{k-1}=\boldsymbol{x}_{k-1}-\boldsymbol{x}^{*}$, and $Q$ and $R$ are the real positive weighting coefficients associated with the convergence rate and input energy, respectively. In this study, four feedback gains are designed in terms of the tradeoff between the convergence rate and input energy (Table 1). Moreover, for each feedback gain $\boldsymbol{K}_{m}$ designed by the DLQR method, the eigenvalues of the Poincaré map $\boldsymbol{P}_{m}$ will have a magnitude strictly less than one. Then from Westervelt et al. (2007), there exists a small constant $r>0$ such that for any initial condition $\boldsymbol{x}_{0} \in \boldsymbol{B}\left(\boldsymbol{x}^{*}, r\right)$, where $\boldsymbol{B}\left(\boldsymbol{x}^{*}, r\right)=\left\{\boldsymbol{z} \mid\left\|\boldsymbol{z}-\boldsymbol{x}^{*}\right\|<r\right\}$, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \boldsymbol{P}_{m}^{k}\left(\boldsymbol{x}_{0}\right)=\boldsymbol{x}^{*} \tag{19}
\end{equation*}
$$

where $\boldsymbol{P}_{m}^{k}$ is the $k^{\text {th }}$ iteration of $\boldsymbol{P}_{m}$ from $\boldsymbol{x}_{0}$.

Table 1 Different feedback gains with different weighting coefficients

| $\boldsymbol{K}_{1}$ | $\boldsymbol{K}_{2}$ | $\boldsymbol{K}_{3}$ | $\boldsymbol{K}_{4}$ |
| :---: | :---: | :---: | :---: |
| $Q=1$ | $Q=1$ | $Q=1 \times 10^{2}$ | $Q=1 \times 10^{4}$ |
| $R=2$ | $R=1$ | $R=1 \times 10^{-2}$ | $R=1 \times 10^{-4}$ |

Next, we present an adaptive algorithm to pick out the feedback gains in each step. Consider the feedback gains $\boldsymbol{K}_{1}$ and $\boldsymbol{K}_{2}$, and suppose that there exists a sufficiently small constant $r>0$ such that for any initial condition $\boldsymbol{x}_{0} \in \boldsymbol{B}\left(\boldsymbol{x}^{*}, r\right)$, $\lim _{k \rightarrow \infty} \boldsymbol{P}_{1}^{k}\left(\boldsymbol{x}_{0}\right)=\boldsymbol{x}^{*}$ and $\lim _{k \rightarrow \infty} \boldsymbol{P}_{2}^{k}\left(\boldsymbol{x}_{0}\right)=\boldsymbol{x}^{*}$. If there exists a positive integer $n$ such that $\left\|\boldsymbol{P}_{1}^{n}\left(\boldsymbol{x}_{0}\right)-\boldsymbol{x}^{*}\right\| \leq\left\|\boldsymbol{x}_{0}-\boldsymbol{x}^{*}\right\|$, then it can be easily deduced that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \boldsymbol{P}_{2}^{k}\left(\boldsymbol{P}_{1}^{n}\left(\boldsymbol{x}_{0}\right)\right)=\boldsymbol{x}^{*} \tag{20}
\end{equation*}
$$

Eq. (20) shows that a periodic gait can be stabilized by a combination of different feedback gains under certain conditions. Based on this observation, we present an adaptive algorithm to pick out the feedback gains in each step to achieve an optimal performance in terms of the balance between the convergence rate and input energy. In the first few walking steps, where large state errors may exist, the feedback gains are chosen with an emphasis on the input torque, whereas in the successive walking
steps, the feedback gains are chosen to have a fast convergence rate. The algorithm is summarized in Algorithm 1, where $\epsilon$ is a positive constant, which is set to be $5 \times 10^{-2}$ here. Based on this algorithm, the state $\boldsymbol{x}_{k}$ in Eq. (17) becomes

$$
\begin{equation*}
\boldsymbol{x}_{k}=\boldsymbol{P}_{4}^{k_{4}} \circ \boldsymbol{P}_{3}^{k_{3}} \circ \boldsymbol{P}_{2}^{k_{2}} \circ \boldsymbol{P}_{1}^{k_{1}}\left(\boldsymbol{x}_{0}\right), \tag{21}
\end{equation*}
$$

where $k_{1}, k_{2}, k_{3}$, and $k_{4}$ are nonnegative integers and $k_{1}+k_{2}+k_{3}+k_{4}=k$. Because $\left\|\boldsymbol{x}_{k}\right\|<\left\|\boldsymbol{x}_{k-1}\right\|$ holds in each step, it is easy to deduce that $\lim _{k \rightarrow \infty} \boldsymbol{x}_{k}=$ $\boldsymbol{x}^{*}$. Therefore, the closed-loop system is stable.

```
Algorithm 1 Update of the feedback gain in each
step
Input: State \(\boldsymbol{x}_{k-1}\) and \(n_{k}\) with \(n_{1}=1\)
    \(\boldsymbol{x}_{k}=\boldsymbol{P}_{n_{k}}\left(\boldsymbol{x}_{k-1}\right), \delta \boldsymbol{x}_{k-1}=\boldsymbol{x}_{k-1}-\boldsymbol{x}^{*}, \delta \boldsymbol{x}_{k}=\boldsymbol{x}_{k}-\boldsymbol{x}^{*}\)
    Let \(m=n_{k}\) and \(\boldsymbol{\beta}_{k+1}=\boldsymbol{K}_{m+1} \delta \boldsymbol{x}_{k}\)
    while \(m<4\) do
        if \(\left\|\boldsymbol{x}_{k}\right\|<\left\|\boldsymbol{x}_{k-1}\right\|\) and \(\left\|\boldsymbol{\beta}_{k+1}\right\|<\epsilon\) then
            \(m=m+1\)
        else
            \(m=m\)
            break
        end if
    end while
    \(n_{k+1}=m\)
Output: \(\boldsymbol{K}_{n_{k+1}}\), the feedback gain in step \(k+1\)
```


### 3.3 Transition controller design

The design objective of the transition controller is to guide the biped from gait 2 to a neighboring point of the final state of gait 1 so that the state trajectory can smoothly converge to gait 1 . Compared with previous works, the transition controller here takes into account the physical constraints in the transition process to guarantee a feasible gait transition. To achieve this goal, the transition controller is parameterized and designed as follows:

$$
\begin{gather*}
\boldsymbol{u}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)=\boldsymbol{u}_{\mathrm{T}}^{*}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)-\left(\boldsymbol{L}_{g_{1}} \boldsymbol{L}_{f_{1}} \boldsymbol{y}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)\right)^{-1} \\
\cdot\left(\frac{K_{P}}{\varepsilon^{2}} \boldsymbol{y}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)+\frac{K_{D}}{\varepsilon} \boldsymbol{y}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)\right), \tag{22}
\end{gather*}
$$

where

$$
\boldsymbol{u}_{\mathrm{T}}^{*}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)=-\left(\boldsymbol{L}_{g_{1}} \boldsymbol{L}_{f_{1}} \boldsymbol{y}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)\right)^{-1} \boldsymbol{L}_{f_{1}}^{2} \boldsymbol{y}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)
$$

and $\boldsymbol{y}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)$ is the output of the transitional control with a vector of control parameters $\boldsymbol{\xi}$, which is
designed as

$$
\begin{equation*}
\boldsymbol{y}_{\mathrm{T}}\left(\boldsymbol{x}_{1}, \boldsymbol{\xi}\right)=\boldsymbol{q}_{a}-\underbrace{\left(\boldsymbol{h}_{\mathrm{T}}(\theta)+\boldsymbol{h}_{m}(\theta, \boldsymbol{\xi})\right)}_{\boldsymbol{h}_{\mathrm{d}, \mathrm{~T}}} . \tag{23}
\end{equation*}
$$

Here, $\boldsymbol{h}_{\mathrm{d}, \mathrm{T}}$ denotes the evolution of the controlled joints for the transition process that connects the initial state of gait 2 and some neighboring point of the final state of gait $1, \boldsymbol{h}_{\mathrm{T}}(\boldsymbol{\xi})$ is the third-order Bezier polynomial of $\boldsymbol{\xi}$, the Bezier coefficients are determined from $\left(\boldsymbol{x}^{+}\right)_{2}$ and $\left(\boldsymbol{x}^{-}\right)_{1}$ (Fig. 2), and $\boldsymbol{h}_{m}(\theta, \boldsymbol{\xi})$ is designed to be a fifth-order polynomial of $\theta$ such that

$$
\left\{\begin{array}{l}
\boldsymbol{h}_{m}\left(\left(\theta_{\mathrm{ini}}\right)_{2}, \boldsymbol{\xi}\right)=\mathbf{0}  \tag{24}\\
\frac{\partial \boldsymbol{h}_{m}}{\partial \theta}\left(\left(\theta_{\mathrm{ini}}\right)_{2}, \boldsymbol{\xi}\right)=\mathbf{0} \\
\boldsymbol{h}_{m}\left(\left(\left(\theta_{\mathrm{ini}}\right)_{2}+\left(\theta_{\mathrm{f}}\right)_{1}\right) / 2, \boldsymbol{\xi}\right)=\boldsymbol{\xi} \\
\boldsymbol{h}_{m}\left(\left(\theta_{\mathrm{f}}\right)_{1}, \boldsymbol{\xi}\right)=\mathbf{0}
\end{array}\right.
$$

in which $\left(\theta_{\mathrm{ini}}\right)_{2}$ is the desired initial value of $\theta$ for gait 2 and $\left(\theta_{\mathrm{f}}\right)_{1}$ is the desired final value of $\theta$ for gait 1 . Moreover, the values of both the velocity and acceleration of $\boldsymbol{h}_{m}(\theta, \boldsymbol{\xi})$ are set to be $\mathbf{0}$ at $\theta=\left(\theta_{\mathrm{f}}\right)_{1}$.

To guarantee the physical constraints for bipedal walking and guide the biped to a neighboring point of the final state of gait 1 , the parameter $\boldsymbol{\xi}$ is obtained by solving the following optimization problem: find the six optimization parameters that prescribe a parameter vector $\boldsymbol{\xi}$ that minimizes the cost function

$$
\begin{equation*}
J_{\mathrm{T}}=\boldsymbol{\xi}^{\mathrm{T}} \boldsymbol{\xi} \tag{25}
\end{equation*}
$$

subject to the physical constraints and the final state constraint:

$$
\begin{equation*}
\left\|\left[\left(q_{2, \mathrm{f}}\right)_{1},\left(\dot{\theta}_{\mathrm{f}}\right)_{1},\left(\dot{q}_{2, \mathrm{f}}\right)_{1}\right]^{\mathrm{T}}-\left[q_{2}\left(t_{\mathrm{f}}\right), \theta\left(t_{\mathrm{f}}\right), \dot{q}_{2}\left(t_{\mathrm{f}}\right)\right]^{\mathrm{T}}\right\|<\delta, \tag{26}
\end{equation*}
$$

where $\left(q_{2, \mathrm{f}}\right)_{1}$ denotes the desired final value of $q_{2}$, $q_{2}(t)$ and $\theta(t)$ result from the integration of the dynamic model (7), the duration $t_{\mathrm{f}}$ satisfies $\theta\left(t_{\mathrm{f}}\right)=$ $\left(\theta_{\mathrm{f}}\right)_{1}$, and $\delta$ is a positive threshold indicating the distance between the transition trajectory and gait 1 , which is set to be $1 \times 10^{-2}$ here. The above optimization process is also performed with the Patternsearch function in the optimization toolbox, and the termination tolerance is set to be $\delta$.

## 4 Numerical simulation

In this section, we present a numerical example to verify the control strategy developed in Section 3. The 3D bipedal robot is shown in Fig. 1
and the structural parameters of the robot are from Chevallereau et al. (2009). To implement the gait transition control strategy, we consider two gaits with different step lengths. The desired final states for gait 1 and gait 2 are denoted as $\left(\boldsymbol{x}^{-}\right)_{1}=$ $\left[\left(\boldsymbol{q}^{-}\right)_{1},\left(\dot{\boldsymbol{q}}^{-}\right)_{1}\right]^{\mathrm{T}}$ and $\left(\boldsymbol{x}^{-}\right)_{2}=\left[\left(\boldsymbol{q}^{-}\right)_{2},\left(\dot{\boldsymbol{q}}^{-}\right)_{2}\right]^{\mathrm{T}}$, respectively, and

$$
\begin{gathered}
\left(\boldsymbol{q}^{-}\right)_{1}=[-0.3275,-0.0264,0.3896,-0.2968, \\
0.0618,0.0331,-0.5002,0.2097]^{\mathrm{T}}, \\
\left(\dot{\boldsymbol{q}}^{-}\right)_{1}=[-1.2051,-0.4856,0.0941,0.8526, \\
0.1447,0.3983,2.0159,-2.9982]^{\mathrm{T}}, \\
\left(\boldsymbol{q}^{-}\right)_{2}=[-0.3067,-0.0258,0.3644,-0.2819, \\
0.0480,0.0161,-0.4937,0.2323]^{\mathrm{T}}, \\
\left(\dot{\boldsymbol{q}}^{-}\right)_{2}=[-1.2132,-0.4565,0.0923,1.0970, \\
0.1255,0.3955,2.0201,-3.0]^{\mathrm{T}}
\end{gathered}
$$

The step lengths for gait 1 and gait 2 are 0.16 m and 0.15 m , respectively. In the following, the presented strategy is applied to realize a smooth transition from gait 2 to gait 1 . The same method can be applied for the transition between other gaits in a gait library.

According to Section 3.2, a set of feedback gains are first designed according to the DLQR method. The three largest eigenvalues under the feedback gains are given in Table 2; their magnitudes are all less than one. To verify the controller, the 3D biped's dynamic model in a closed loop is simulated with an initial state slightly perturbed from the desired final state $\left(\boldsymbol{x}^{-}\right)_{1}$. A velocity deviation of $0.03 \mathrm{rad} / \mathrm{s}$ is introduced on each joint. We say the robot converges to the limit cycle if the modulus of the error $\left\|\boldsymbol{x}_{1}-\left(\boldsymbol{x}^{-}\right)_{1}\right\|$ is less than $2 \times 10^{-6}$. As a comparison, we consider the event-based controllers with constant feedback gain $\boldsymbol{K}_{1}$ (the most efficient) and $\boldsymbol{K}_{4}$ (the most rapid convergence). Fig. 3 shows the phase portraits for $q_{i}(i=5,6,7,8)$. Under the controller with constant gain $\boldsymbol{K}_{1}$, the state trajectory converges to the desired gait in 12 steps, whereas under the controller with constant gain $\boldsymbol{K}_{4}$ and the present controller, the state trajectory converges to the desired gait in five steps. Fig. 4 shows the torques in the first five walking steps. Under the controller with constant gain $\boldsymbol{K}_{4}$, the torques obviously have larger magnitudes, whereas the torques required for the present controller are nearly the same as those required for the controller with
constant gain $\boldsymbol{K}_{1}$. Therefore, compared with the customary event-based controllers with a constant feedback gain, the present controller exhibits an optimal performance in terms of the balance between the convergence rate and input torques.

Table 2 Three largest eigenvalues under different feedback gains

| Feedback gain | Three largest eigenvalues |  |  |
| :---: | ---: | :---: | :---: |
| $\boldsymbol{K}_{1}$ | 0.4282 | -0.2931 | -0.2086 |
| $\boldsymbol{K}_{2}$ | 0.3130 | -0.3093 | -0.1922 |
| $\boldsymbol{K}_{3}$ | -0.4331 | 0.0005 | -0.0001 |
| $\boldsymbol{K}_{4}$ | -0.0177 | 0 | 0 |
| Without feedback | -3.8155 | 0.8923 | -0.2408 |



Fig. 3 Phase portraits for $q_{i}(i=5,6,7,8)$, where the initial condition is represented by a circle. Under the present controller and the controllers with constant gains $K_{1}$ and $K_{4}$, the robot converges to the desired gait in 5,12 , and 5 steps, respectively

Next, to achieve a smooth transition, a transition controller is designed by following the method in Section 3.3, and the controller parameter $\boldsymbol{\xi}$ is obtained as $\boldsymbol{\xi}=[-0.0377,-0.0510,-0.0487,0.0191$, $0.0926,-0.0054]^{\mathrm{T}}$. As shown in Fig. 5, under the transition controller, the walking of the biped successfully transited from gait 2 to gait 1 in six steps. Fig. 6 shows the torques required to realize the transition. As a comparison, the torques for the gait transition without the transition controller are presented. The results show that, under the transition controller, the peak value of the torques is reduced by $43 \%$.


Fig. 4 Torques required for the three controllers in the first five walking steps





Fig. 5 Phase portraits under gait transition, where the initial condition is represented by a circle, and the walking of the robot transited from gait 2 to gait 1 in six steps

## 5 Conclusions and future work

We studied the gait transition problem of a fivelink underactuated 3D bipedal robot, and proposed a two-layer control strategy that consists of an eventbased feedback controller and a transition controller. Compared with a customary event-based feedback controller with a constant feedback gain, the feedback gain of the present controller in each step was updated by an adaptive control law. To guarantee the physical constraints in the transition process,


Fig. 6 Torques required for gait transition. The peak values of the torques with and without the transition controller are 12.5 and $22.1 \mathrm{~N} \cdot \mathrm{~m}$, respectively
the transition controller was parameterized and its control parameters were obtained by solving an optimization problem. The validity and effectiveness of the control strategy were illustrated by a numerical simulation.

In this paper, we simply used the actuated joints as the controlled variables for the output of the controller. In future research, we will consider improving the stability of the controller by making a proper choice of the output. It would also be very interesting to extend the presented control strategy to fully actuated bipedal robots with underactuated walking phases to achieve robust dynamic walking under various kinds of disturbances.
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