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Introduction 
• One of the key challenges for question answering is to 

bridge the lexical gap between questions and answers 
 

• Lexical gap becomes a major barrier to prevent 
traditional IR models, such as bm25. 
 

• Using a deep neural network-based machine translation 
model to bridge the lexical gap between a question and 
its answer. 
 

• To address the noise-bearing problem, we introduce a  
attention based encoder-decoder model for answer 
selection. 
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Encoder-Decoder Model 
An encoder maps an input sequence into a 
fixed length latent representation via a 
deterministic mapping function 

The decoder is often trained to predict the 
next word given the latent representation rl 
and all the previously predicted words 
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Convolutional Filter 

The convolution operation * between two vectors a and f can be defined 
as: Front In
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Our model with step attention 
mechanism 

the attention mechanism will 
produce a weighted representation 
r of the candidate passages and a 
vector s of the normalized attention 
weights via: 

the last output vector C is: 
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Experimental results (1) 
Dataset： 

Evaluation metric： 

Results： 
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Experimental results (2) 
Dataset：TREC LiveQA 2015 track 1087 questions and 
each question 20 candidate answers  

Evaluation metric： 
The answer score is set to 4 levels, shown below: 
1. Bad: contains no useful information for the question. 
2. Fair: marginally useful information. 
3. Good: partially answers the question. 
4. Excellent: a significant amount of useful information, fully answers the question. 

Results： 
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Conclusions 

• The proposed model employs a bidirectional LSTM 
based encoder-decoder architecture, which can 
effectively bridge the lexical gap between questions 
and answers. 

• The results show that our model is more effective 
compared to the baseline approaches. 
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