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Abstract: The continuous emerging of peer-to-peer (P2P) applications enriches resource sharing by networks, but
it also brings about many challenges to network management. Therefore, P2P applications monitoring, in particular,
P2P traffic classification, is becoming increasingly important. In this paper, we propose a novel approach for accurate
P2P traffic classification at a fine-grained level. Our approach relies only on counting some special flows that are
appearing frequently and steadily in the traffic generated by specific P2P applications. In contrast to existing
methods, the main contribution of our approach can be summarized as the following two aspects. Firstly, it can
achieve a high classification accuracy by exploiting only several generic properties of flows rather than complicated
features and sophisticated techniques. Secondly, it can work well even if the classification target is running with other
high bandwidth-consuming applications, outperforming most existing host-based approaches, which are incapable
of dealing with this situation. We evaluated the performance of our approach on a real-world trace. Experimental
results show that P2P applications can be classified with a true positive rate higher than 97.22% and a false positive
rate lower than 2.78%.
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1 Introduction

In recent years, statistical studies on Internet
traffic have outlined that peer-to-peer (P2P) file-
sharing applications still account for a large part of
Internet traffic. For example, during the first half of
2014, P2P file-sharing traffic accounted for around
29% of the total Internet traffic in Asia-Pacific area
(Sandvine, 2014). Appropriate network manage-
ment, resource optimization, and intrusion detection
can be performed only when P2P traffic is identi-
fied with high accuracy. However, characterizing and
classifying P2P traffic is still a great challenge due
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to both the large number of newly emerging P2P
protocols and their intentional use of random port
numbers and encryption for communication.

Currently, there are mainly four types of ap-
proach in traffic classification according to applica-
tion protocols (Gomes et al., 2013). First, tradi-
tional port-based classification is a simple approach
built upon the assumption that applications use their
standard port numbers assigned by the Internet As-
signed Numbers Authority (IANA). However, 90%
of the modern P2P traffic may be using random
ports (Basher et al., 2008). The second type, deep
packet inspection (DPI), is based on the inspection of
packet payload. These methods can usually achieve
high accuracy, but their drawbacks are well-known.
They are resource-consuming and time-expensive,
and thus often unfeasible in high-speed networks.
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In addition, they cannot handle encrypted traffic.
To address these challenges, many studies have pro-
posed alternative mechanisms based on statistical
information of the transport layer. Such approaches,
also referred to as ‘in the dark’ (Karagiannis et al.,
2005), classify the traffic by statistical features ex-
tracted from host behaviors or transport layer data,
including the sum of neighbor hosts connected in
time window, variance of packet sizes in a flow, etc.
The methods for classification in the dark are in-
dependent of the port number and payload, and al-
ways achieve high accuracy. However, they are grow-
ing in complexity, compromising one of their main
motivations (Gomes et al., 2013). The aforemen-
tioned approaches are all passive. Some researchers
have proposed active crawlers for traffic classification
(Ohzahata et al., 2005). This kind of method is gen-
erally adopted for very constrained purposes, such
as the identification of hosts running a specific P2P
application.

In this paper, we aim to develop a simple, ef-
fective, and fine-grained P2P traffic classifier. Our
approach aims to identify which host is running a
P2P client and what it is, based solely on counting
special flows generated by hosts within given time
windows. These ‘special’ flows are defined as the
most frequent and steady flows in the correspond-
ing P2P traffic, which constitute strong evidence of
existence of corresponding P2P applications. Differ-
ent from previous in-the-dark approaches, this clas-
sifier exploits only generic properties of flows, and it
does not require any complicated behavior features
or traffic statistical features. Furthermore, unlike
previous host-based classifiers, our engine is capa-
ble of identifying P2P hosts within complex traf-
fic. We evaluate our classifier on real traffic traces
collected from our campus network. Experimental
results show that our classifier achieves good perfor-
mance, even in the presence of multiple P2P clients
running on the same host.

2 Related work

2.1 Deep packet inspection based approaches

Traditional DPI-based approaches, which rely
on signatures for specific applications, can identify
only traffic generated by these applications, and will
become incapable when the traffic is encrypted. To

eliminate these limitations, some new DPI-based
methods are emerging (Dhamankar and King, 2007;
Finamore et al., 2010; Hullár et al., 2011), which
use the payload data from different perspectives.
Dhamankar and King (2007) used entropy to ex-
plore the randomness of the encrypted payloads of
Skype traffic. Some other researchers have stud-
ied learning relevant protocol patterns automatically
from traffic traces. KISS (Finamore et al., 2010)
is a classifier that automatically extracts statisti-
cal signatures from User Datagram Protocol (UDP)
streams by means of a Chi-square like test, which
allows classification of the application protocol ‘for-
mat’, while ignoring the synchronization and seman-
tic rules. The authors tested the mechanism using
traffic traces from the real world, and obtained an
excellent result. The average true positive rate was
99.6% and the average false positive rate was 0.4%.
Hullár et al. (2011) addressed the classification of
P2P applications using the first 16 bytes of payload
of the first few packets of each flow, by applying
techniques including the Markov model and random
forests. Although these new DPI-based approaches
work well with encrypted traffic, they still need so-
phisticated algorithms and inspection of payload in-
formation, which inevitably brings about excessive
computation cost.

2.2 In-the-dark approaches

According to the granularity of classification
objects (Dainotti et al., 2012), the in-the-dark ap-
proaches can be roughly divided into two categories.
The first type, which is known as flow-based classi-
fication, classifies traffic based on statistical features
extracted from flows or bidirectional flows, such as
packets inter-arrival time, flow duration, and idle
time (Huang et al., 2008; Chen, 2011; Tabatabaei
et al., 2012). These approaches ascribe flow objects
to different applications. Moore et al. (2005) have
listed a comprehensive set with 249 flow-level statis-
tical features, intended to provide a reference for the
community. Este et al. (2009) focused on the sta-
bility of the information carried by these flow-level
features.

Another type can be summarized as host-
based approaches, which classify a host by the
predominant traffic it generates. This method aims
to identify hosts running certain applications and
provide results at the host level. Unlike flow-based
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classification, the objects from which statistical fea-
tures are extracted usually include all traffic gener-
ated by a host, instead of flows. These host-level
features reveal the social behaviors (also referred to
as behavioral patterns) of the hosts. BLINC is a
significant host-based classifier presented by Kara-
giannis et al. (2005). It analyzes patterns of host
behavior at three levels (social, functional, and ap-
plication), and extracts behavior features like the
relation with other hosts, the role in the connec-
tion, and the transport layer information. BLINC
is able to classify most traffic with a true positive
rate ranging from 90% to 95%. Ban et al. (2012)
presented another host-based mechanism to identify
BitTorrent and PPLive. They revealed the behav-
ior patterns of the hosts by employing entropy over
source ports, TCP flags, source IPs, etc. Abacus
(Bermolen et al., 2011) is a new approach to identi-
fying P2P-TV hosts by simply counting the number
of packets generated by the hosts during short time
windows and uses support vector machine (SVM)
to train the mechanism. The experiments presented
showed a true positive rate of 91.3%–99.6%, with
a false positive rate of only 0.3%–8.7%. Similar to
what has been done by Moore et al. (2005) and Este
et al. (2009), Valenti and Rossi (2011) investigated a
group of 109 host-level behavioral features for iden-
tifying P2P hosts, and assessed the stability of them
by quantifying the amount of information contained
in them.

Although the methods for in-the-dark classifica-
tion usually work well with high accuracy, most of
them (both flow-based and host-based) employ ex-
tra complicated techniques to extract features, such
as entropy theory (Ban et al., 2012), flow graph (Il-
iofotou et al., 2011), and link homophily (Gallagher
et al., 2010). Moreover, a large part of them con-
duct traffic classification based on different super-
vised or unsupervised machine learning (ML) tech-
niques, like SVM (Finamore et al., 2010; Bermolen
et al., 2011; Tabatabaei et al., 2012; He et al., 2013),
Bayesian (Auld et al., 2007), and clustering (Nguyen
and Armitage, 2008). Similarly, these sophisticated
techniques and mechanisms require excessive com-
putational and memory resources, which may make
them unavailable in high-speed networks. On the
other hand, approaches based on host behavior pat-
terns often become ineffective when the host is in a
complex network context. The host-level statistical

features employed by them, such as the total num-
ber of destination IPs, variances of packet size, and
mean payload length, will become invalid when the
traffic is mixed with other unexpected applications,
especially the high bandwidth-consuming ones, like
video streaming and file hosting web services.

Our work can be ascribed to the host-based
approaches with an important improvement. This
study distinguishes itself from the aforementioned
works by its simplification in classification mecha-
nism and feasibility in a complex host network con-
text. In the classification phase of our methodol-
ogy, we are able to achieve a high classification ac-
curacy by simply counting the number of some ‘spe-
cial’ flows. Neither complicated statistical features
nor sophisticated ML algorithms are needed.

3 Classification methodology

Our aim is to classify P2P hosts from ordinary
hosts and identify which P2P applications are run-
ning on them. In this paper, we focus mainly on
P2P file-sharing applications, and choose five pop-
ular platforms for evaluation, including BitComet
(BC), BitTorrent (BT), eMule (EM), Vagaa (VG),
and Thunder (TD). Other categories of P2P applica-
tions will be addressed in the near future. Our classi-
fication methodology is a two-phase process. Firstly,
we define ‘special’ flows that can significantly repre-
sent the existence of corresponding P2P applications
and highlight them for each P2P application. After
that, we conduct traffic classification with the help
of these ‘special’ flows.

3.1 Definition of ‘special’ flows

Different P2P applications prefer different
transport layer protocols to communicate with each
other and transfer data. Therefore, we concentrate
on both UDP traffic and Transmission Control Pro-
tocol (TCP) traffic. The whole traffic generated by
host H is captured and collected to be a set of flow
records. In this study, a flow is defined as a set of
IP packets sharing the same source, destination IP
addresses, associated port numbers, and protocols.
A 5-tuple is employed to represent flows, namely
〈Proto, IPsrc,Portsrc, IPdst,Portdst〉. A flow is con-
sidered expired when:

1. The flow is inactive for a certain time period
(no new packets received for the flow), which is set
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to 10 min in this study.
2. The flow is long lived (active) and lasts longer

than the active timer, which is set to 30 min.
3. A TCP flag that indicates the termination of

the flow has been seen, i.e., FIN, RST flag.
We restrict our attention to successful flows,

which have completed SYN, SYN/ACK, and ACK
handshakes in the TCP case, or completed at least
one packet exchanging in the UDP case.

To keep the effectiveness and robustness of P2P
networks, each host of a P2P network has to ex-
change a lot of signal packets (e.g., peer discovery
packets, content request packets, notification pack-
ets) periodically or frequently with other hosts in
the same P2P network (Yang et al., 2009). Al-
though abundant analogous signal activities exist in
all P2P networks, there are some inherent differences
among them due to the dissimilarity of P2P proto-
cols. In previous work, complicated features like ra-
tio, variance, and even entropy of flow-level or host-
level statistical features, were employed to highlight
these differences. In contrast, we rely solely on sev-
eral basic properties of flows that can be efficiently
computed.

We notice that usually there are a large amount
of flows with similar characteristics (e.g., the amount
and size of packets) in the signal traffic generated
by P2P hosts. Furthermore, the characteristics of
these similar flows are the same for hosts in the
same P2P network, and vary for hosts using differ-
ent P2P protocols. In other words, if two flows are
generated by the same P2P application and corre-
spond to the same signal activity, they tend to have
the same transport layer protocol, packet amount,
and size. There may be a lot of groups of similar
flows in the traffic generated by a P2P application,
since a number of different signal activities are per-
formed. Therefore, we concentrate only on the signal
flows, and exclude ‘long’ flows which are usually used
to transmit data chunks in a P2P network (Hurley
et al., 2011). Additionally, to obtain more download
resources and faster download speed, each host has
to send out a lot of signal flows due to their ‘client’
characteristic in a P2P network. Therefore, we con-
sider only outgoing traffic from hosts. The remaining
traffic is collected for each host H within the moni-
tored network, referred to as F (H).

To make a temporal estimate of the distribution
of the flows after reduction, we collect and examine

flows generated by BC and EM during 1 h. The
results are shown in Fig. 1.

Fig. 1a shows that 45.85% flows generated by
BC in 1 h are UDP flows, which send only one packet
with 140 bytes and receive one packet with 333 bytes.
The same phenomenon occurs in the traffic generated
by EM (Fig. 1b), where 28.63% of the flows send only
an 85-byte UDP packet and receive an 86-byte UDP
packet. Fig. 1 implies that a large part of the flows
generated by P2P applications share similar amount
and size of packets, and this phenomenon varies for
different P2P applications.

(a)

(b)

45.85%

28.63%

Other flows

Other flows

<TCP, 5, 346, 3, 182>

<TCP, 5, 346, 2, 122>

<UDP, 1, 143, 1, 363>

<UDP, 1, 140, 1, 323>

<UDP, 1, 140, 1, 314>

<UDP, 1, 140, 1, 333>

<UDP, 1, 85, 1, 85>

<UDP, 1, 93, 1, 177>

<UDP, 1, 93, 1, 352>

<UDP, 1, 85, 1, 86>

<UDP, 1, 64, 1, 80>

4.20%

4.58%

4.96%
7.25%

9.00%

3.36%
5.30%

6.07%
8.82%

21.60%

50.38%

Fig. 1 Distribution of similar flows in BitComet (a)
and eMule (b). References to color refer to the online
version of this figure

Each flow generated by host H is described as
a vector v(H) with five generic elements, namely
〈P, Spkts, Sbts, Rpkts, Rbts〉, in which P represents the
transport layer protocol of the flow, Spkts and Sbts

represent the amount and size of the packets be-
ing sent respectively, and Rpkts and Rbts represent
the amount and size of the packets received re-
spectively. Then the flow set F (H) generated by
host H can be expressed as a set of flow vectors
V (H) = {v(H)i|i = 1, 2, ..., |F (H)|}.

To partition V (H) into clusters of similar flow
vectors, we apply BIRCH (Zhang et al., 1996) as a
clustering algorithm, which is an efficient data clus-
tering method for very large databases. Each of the
sub-clusters of flow vectors Cq(H) output by BIRCH,
represents a group of flows with similar protocol,
packet amount and size. When the hourly amount
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of flows in Cq(H) is larger than a threshold m, we
consider this group of flows as belonging to a certain
type of signal activity. For each of these sub-clusters,
we aggregate flows in it and represent it using an av-
erage vector, which we name ‘clustering flow’, CF

for short:

CFq =
〈
P, Spkts, Sbts, Rpkts, Rbts

〉
, (1)

where P is the protocol of the flows in the sub-cluster,
and the other four elements are computed by aver-
aging values of corresponding properties in the sub-
cluster. In this way, we can obtain a set of CF for
every P2P application, denoted by CFP2P as follows:

CFP2P =
{
CF

∣
∣
∣CFq =

〈
P, Spkts, Sbts, Rpkts, Rbts

〉

& |Cq(H)| /h > m
}
,

(2)

where h is the time measured by hour. In other
words, CFP2P is a brief summary of major signal
activities of this P2P network.

Fig. 2 provides a pictorial representation of the
flow clustering process of a P2P host which is per-
forming two kinds of signal activities. Flows cor-
responding to peer discovery and notification are
grouped into two sub-clusters (C1(H) and C2(H)),
due to their similar properties (protocol, packet size
and number).

P2P 
host

BIRCH

Peer discovery flow
Notification flow

CF1

C1(H)

C2(H)

CF2

Fig. 2 Flow clustering for P2P host

3.2 Classification mechanism

After extracting CFP2P for each P2P applica-
tion, we can identify their existence by simply count-
ing the number of CF. We define CFset as the set of
all CF extracted from P2P applications at the pre-
vious phase, i.e., CFset =

⋃
CFP2P. Recall that our

aim is to identify which host is running a P2P appli-
cation and what it is. To this end, we monitor the
network traffic generated by host H and count the
number of every CF appearing in time window T ,
which is recorded as Nq, where q = 1, 2, ..., |CFset|.
As CF is an average vector of flow vectors in Cq(H),
we consider all approximate v(H) included in Eq. (3)
as CF, i.e.,

v(H) ∈
{〈

P, Spkts, Sbts ± λ1, Rpkts, Rbts ± λ2

〉 ∣∣
∣

λ1 =
⌊
Sbts/100

⌋
, λ2 =

⌊
Rbts/100

⌋}
.

(3)

Spkts and Rpkts of v(H) need to precisely equal Spkts

and Rpkts of CF respectively, since the number of
packets of CF is always small. λ1 and λ2 repre-
sent the approximate range of the size of all pack-
ets, which we conservatively set to

⌊
Sbts

/
100

⌋
and⌊

Rbts

/
100

⌋
(‘�·�’ means the corresponding value is

rounded down).
Then a score function is defined to estimate

whether host H is running certain P2P applications
or not. The score function is depicted as

ScoreP2P =

|CFP2P|∑

q′=1

αq′Nq′ , (4)

where Nq′ is the appearance time of the correspond-
ing CFq′ in CFP2P, and αq′ is the weight of CFq′ ,
q′ = 1, 2, . . . , |CFP2P|. Apparently, the more fre-
quent and steady CFq′ is, the more important it
is. The assignation of αq′ will be discussed in Sec-
tion 4.3.1.

For every P2P application, this score function
will be calculated once to obtain its score value
ScoreP2P at the end of time window T . When
ScoreP2P is greater than a certain threshold SP2P,
we draw the conclusion that host H is running this
P2P application. The value of threshold SP2P will
be discussed in Section 4.3.2. If none of the five P2P
applications is detected in time window T , we con-
sider that the traffic generated by host H belongs to
other applications.

The overall workflow of our classification mech-
anism is depicted in Fig. 3. In phase 1, representative
traces of P2P applications are collected and further
reduced by filtering out unconcerned flows. The re-
maining flows, expressed as flow vectors, are fed into
BIRCH to extract CF for this P2P application. In
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the classification phase, the traffic of a suspected host
is monitored to detect and count the appearance of
CF extracted in the first phase. After every time
window T , the decision module will make a classifi-
cation decision according to the values of the score
function.

Trace P2P1 Trace P2P2 Trace P2Pn

extraction

Fig. 3 Workflow of the classification mechanism

The clustering process of BIRCH may be a slow
and computation-intensive process. However, it is
performed only once for every P2P trace in the CF

extraction phase rather than the classification phase.
Once all CF are extracted from traces, no more clus-
tering processes are needed. Besides, no machine
learning algorithm is employed in phase 2. All we
need in the classification phase are several generic
properties of flow records and a score function. Thus,
our classification mechanism supports real-time
processing.

4 Dataset and parameter selection

4.1 Dataset collection

To evaluate our classification methodology, we
choose five popular P2P file-sharing applications,
including BitComet (BC), BitTorrent (BT), eMule
(EM), Vagaa (VG), and Thunder (TD). We assume
that it is easy to distinguish the difference among
applications based on different P2P protocols, but
relatively difficult to tell the difference among ap-
plications based on the same P2P protocol. There-
fore, to demonstrate the efficacy of our classification
methodology to the greatest extent, we intentionally

choose several P2P applications based on the same
protocols. For example, BC and BT are different im-
plementations of the BitTorrent protocol, while EM
and VG are both based on the eDonkey protocol.
Nevertheless, the range of the P2P applications we
could classify is not limited to the five samples. The
characteristic of the flow clustering behavior is com-
mon in all P2P applications due to their inherent
nature. Therefore, our approach has good general-
ity and can be easily applied to classify other P2P
applications.

Two datasets are collected in our experiments.
First, training traces are collected in a completely
operational network, and used to extract CFP2P for
each P2P application. The other dataset is the real-
world traffic trace collected from our campus net-
work, which is used to evaluate the performance of
our classification method.

4.1.1 Collection of training traces

To extract CF for the five P2P applications,
we first collect training traces in a fully controlled
environment. We set up five Windows XP virtual
machines with public IP addresses, and separately
run each of the five P2P applications on them for a
long period (7 d). By means of AutoIt scripts (Autoit
Consulting Ltd., England), the five hosts automat-
ically and randomly select content to download or
upload at random time intervals, using the P2P ap-
plications running on them. All traffic generated by
them is captured and collected in the unit of flow
with a C program we have developed, named Traffic
Logger. Table 1 summarizes the five training traces
and reports brief information of them. Using a trace
from a fully controlled environment has the advan-
tage of providing a reliable ground truth, as there is
no doubt on the application generating the traffic.

4.1.2 Collection of real-world traces

We evaluate the performance of our classifica-
tion mechanism using the real-world traffic trace col-
lected from our campus network. This comes from a
span port mirroring all traffic crossing the gateway
router for the campus network. ‘Traffic Logger’ is
used to collect flow-level trace for every running host
within the campus network for 24 h. Overall, we
observe 315 active hosts in the campus network.

Establishing the ground truth (i.e., what is
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the actual application that generates the traffic), is
a crucial and difficult part of traffic classification
studies. Some previous work obtained the ground
truth using existing DPI tools. Unfortunately, the
results may be unreliable due to the shortcomings
of DPI engines. So, we obtain the ground truth by
manually investigating each of these hosts. Through
manual validation, we identify 8 BC hosts, 2 BT
hosts, 21 EM hosts, 13 VG hosts, and 56 TD hosts.
Brief information on these hosts is given in Table 2.
All other traffic that is not generated by the five
P2P applications, such as web surfing, online games,
and video streaming, is defined as background (BG)
traffic.

Table 1 Description of training traces

Trace

Number Sum Sum of Sum of
Duration of of successful successful

(d) packets flows UDP flows TCP flows
(×106) (×106) (×103) (×103)

BC 7 610.73 5.21 2873.00 44.20
BT 7 1397.95 1.67 250.27 116.98
EM 7 1398.33 0.35 105.96 114.82
VG 7 631.39 0.23 55.37 42.24
TD 7 629.36 2.33 144.93 157.51

BC: BitComet; BT: BitTorrent; EM: eMule, VG: Vagaa; TD:
Thunder

Table 2 Description of real-world traces

App.
Sum Active Sum of Sum of Sum of
of time flows successful UDP successful TCP

hosts (h) (×106) flows (×103) flows (×103)

BC 8 48 1.47 666.75 12.48
BT 2 14 0.12 19.24 6.06
EM 21 84 0.34 84.77 105.23
VG 13 104 0.25 43.34 37.15
TD 56 840 11.14 1424.24 1114.24
BG 215 1720 32.85 9173.65 15552.74

App.: application. BC: BitComet; BT: BitTorrent; EM:
eMule; VG: Vagaa; TD: Thunder; BG: background

4.2 CF extraction

To extract CFP2P for P2P applications, we un-
dertake the following steps. First, we reduce the
volume of the five training traces by excluding all
other flows except successful UDP and TCP flows.
Then long flows, whose Spkts or Rpkts is larger than
100, are filtered out. After that, we apply a BIRCH
clustering algorithm on the reduced traces, with the
help of Rstudio with the BIRCH package. The main
clustering results are illustrated in Fig. 4. For lack of

(a)

1 2 3 4 5 6 7 8 9 10

S
um

 o
f f

lo
w

s 
(×

10
5 )

(b)

1 2 3 4 5 6 7 8 9 10

S
um

 o
f f

lo
w

s 
(×

10
4 )

(c)

1 2 3 4 5 6 7 8 9 10

S
um

 o
f f

lo
w

s 
(×

10
3 )

(d)

1 2 3 4 5 6 7 8 9 10

S
um

 o
f f

lo
w

s 
(×

10
2 )

1.02%1.02%

(e)

1 2 3 4 5
Index of top sub-clusters

6 7 8 9 10

S
um

 o
f f

lo
w

s 
(×

10
3 )

Fig. 4 Top 10 sub-clusters of training traces: (a) BC;
(b) BT; (c) EM; (d) VG; (e) TD

space, we just present the top 10 sub-clusters for each
P2P application. It is apparent from this figure that
all the five applications have generated many groups
of similar flows. To facilitate the evaluation, we ag-
gregate sub-clusters whose hourly average number is
greater than m, which we set to 10, to an average
vector CF as mentioned in Section 3.1, i.e.,

CFP2P =
{
CF

∣
∣
∣CFq =

〈
P, Spkts, Sbts, Rpkts, Rbts

〉

& |Cq(H)| /(7× 24) > 10
}
.

(5)
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We extract CFBC, CFBT, CFEM, CFVG, and
CFTD from the five training traces, respectively. The
summary information of each CFP2P is given in Ta-
ble 3. For the sake of brevity, not all CF are reported
here.

We notice that some applications are shar-
ing several common CF. For example, 〈TCP, 5,
346, 3, 182〉 is shared by BC, BT, and TD, while
〈UDP, 1, 64, 1, 80〉 is shared by both EM and VG.
The possible reason is that both BC and BT are de-
veloped based on the BitTorrent protocol, while TD
is also developed to support the BitTorrent proto-
col, and both EM and VG are implemented based
on the eDonkey protocol. Therefore, parts of their
signal activities exhibit similarity in frequency and
size of packets. Another interesting finding is that
all CFP2P are dominated by UDP CF. A reason-
able explanation for this may be that UDP is be-
coming a preferred transport layer protocol for P2P
applications.

We further observe that the payload of flows
corresponding to some selected CF uses the Wire-
shark. Table 4 shows that both of the dominating
CF in CFBC and CFBT, i.e., 〈UDP, 1, 140, 1, 333〉
and 〈UDP, 1, 145, 1, 329〉, represent flows for the peer

discovery activity of the BitTorrent protocol. In
other words, although BC and BT are implemented
based on the same protocol, subtle differences still
exist between their common signal activities. Nev-
ertheless, we can distinguish these differences using
CF.

There is a possibility that some CF of certain
applications may change when this application up-
dates its release, since the new release might have
made some adjustments in its protocol. However,
the inherent characteristics of flow clustering behav-
ior will not change even when an application is up-
dated. To resolve this problem, we can re-extract
CFP2P for this application once its classification ac-
curacy declines sharply.

4.3 Parameter selection

4.3.1 Assignment of weight αq′

As stated previously, αq′ is the weight of the
corresponding CFq′ in the score function. The
more frequent and steady CFq′ is, the more im-
portant it should be, i.e., the larger αq′ should
be. To estimate the frequency and stability of CF,
we count the hourly quantity of every CF in the

Table 3 Summary of CFP2P

CFBC CFBT CFEM CFVG CFTD

CF

〈UDP, 1, 140, 1, 333〉 〈UDP, 1, 145, 1, 329〉 〈UDP, 1, 85, 1, 86〉 〈UDP, 1, 80, 1, 86〉 〈UDP, 1, 143, 1, 363〉
〈UDP, 1, 140, 1, 314〉 〈UDP, 1, 145, 1, 310〉 〈UDP, 2, 262, 2, 254〉 〈UDP, 2, 140, 2, 148〉 〈UDP, 1, 214, 1, 70〉
〈UDP, 1, 140, 1, 323〉 〈UDP, 1, 145, 1, 319〉 〈UDP, 1, 93, 1, 177〉 〈UDP, 1, 93, 1, 352〉 〈UDP, 1, 143, 1, 331〉
〈UDP, 1, 143, 1, 363〉 〈UDP, 1, 148, 1, 359〉 〈UDP, 2, 230, 1, 161〉 〈UDP, 1, 60, 1, 62〉 〈UDP, 1, 143, 1, 381〉
〈UDP, 1, 104, 1, 114〉 〈UDP, 7, 541, 1, 65〉 〈UDP, 1, 262, 1, 177〉 〈UDP, 1, 64, 1, 80〉 〈UDP, 2, 286, 1, 363〉
〈UDP, 1, 104, 1, 95〉 〈UDP, 1, 145, 1, 340〉 〈UDP, 1, 64, 1, 80〉 · · ·

· · · · · · 〈UDP, 1, 93, 1, 352〉 〈TCP, 5, 346, 3, 182〉
〈TCP, 5, 346, 3, 182〉 〈TCP, 5, 346, 3, 182〉 〈UDP, 1, 85, 1, 85〉 〈TCP, 5, 402, 5, 596〉
〈TCP, 5, 346, 4, 242〉 〈TCP, 5, 346, 4, 242〉 〈UDP, 1, 85, 1, 91〉 〈TCP, 5, 346, 4, 242〉
〈TCP, 3, 238, 2, 138〉 〈TCP, 3, 238, 2, 138〉 · · ·

SUM 50 12 9 5 18
UDP 47 9 9 5 11
TCP 3 3 0 0 7

Table 4 Payloads of some CF

App. CF Payload sent Payload received Signal activity

BC
〈UDP, 1, 140, 1, 333〉 d1:ad2:id20:. . . find_node1:. . . :y1:qe d1:rd2:id20:. . . nodes208:. . . :y1:re Peer discovery
〈UDP, 1, 104, 1, 114〉 d1:ad2:id20:. . . :ping1:. . . :y1:qe d1:rd2:id20:. . . :y1:re Notification
〈UDP, 1, 143, 1, 363〉 d1:ad2:id20:. . . info_hash20:. . . :y1:qe d1:rd2:id20:. . . token20:. . . :y1:re Content discovery

BT 〈UDP, 1, 145, 1, 329〉 d1:ad2:id20:. . . find_node1:. . . :y1:qe d1:rd2:id20:. . . nodes208:. . . :y1:re Peer discovery
TD 〈TCP, 5, 346, 3, 182〉 .BitTorrent protocol. . . Tl Handshake

App.: application. BC: BitComet; BT: BitTorrent; TD: Thunder
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corresponding training trace, and calculate their
means and standard deviations. Therefore, αq′

should be proportional to the mean and inversely
proportional to the standard deviation. Further-
more, to remedy the imbalance of the sums of CF

in the five CFP2P, αq′ is standardized by setting
∑|CFP2P|

q′=1 αq′ = 1. In sum, we define αq′ as in Eq. (6),
in which Meanz and Stdevz represent the mean and
standard deviation of the hourly quantity of CFz in
the corresponding training trace, respectively.

αq′ =
Meanq′/Stdevq′
|CFP2P|∑

z=1

Meanz
Stdevz

. (6)

4.3.2 Determination of threshold SP2P

When the value of the score function ScoreP2P

is greater than the threshold SP2P, we consider that
the monitored host is running this P2P application.
Thus, SP2P is an important metric in our method,
which directly influences the classification accuracy.

By applying the score function ScoreP2P to the
corresponding training trace, and calculating their
score values in every time window T , which we set to
1 h, we obtain 168 scores for each application. Their
minimum values are taken as SP2P for each ScoreP2P

for the following two reasons:
1. Since these five training traces are collected

in a fully controlled environment, there is no doubt
about the application generating the traffic. In other
words, the scores calculated from them are all ‘true
positive’. Thus, it is reasonable to set the minimum
score value as SP2P.

2. We assume that our five training traces are
representative of their general traffic. It is not only
because of the large temporal span of our training
traces, which include traffic generated during mid-
day, midnight, weekend, etc., but also because of
the universality of our P2P hosts’ behaviors, which
include searching, downloading, and uploading of a
variety of types of content. To verify this assump-
tion, we test the distribution of the scores stated
above, and assess whether they meet the normal dis-
tribution, using quantile-quantile plots (Fig. 5). The
slope of a straight line in the figure is the standard
deviation of the score, while its intercept indicates
the mean. The more the spread of points close to
the straight line, the more the scores close to a nor-

mal distribution. It is apparent from these figures
that all of them are basically in line with a normal
distribution.

Consequently, we take the minimum score of
the corresponding training traces as a threshold
for each score function ScoreP2P, that is, SP2P =

minTrainingTrace{ScoreP2P}T=1 h. Table 5 illustrates
the values of SP2P.

Fig. 5 Quantile-quantile plots for scores of training
traces: (a) BC; (b) BT; (c) EM; (d) VG; (e) TD

Table 5 Value of each SP2P

App. BC BT EM VG TD

SP2P 86.96 77.24 10.22 10.66 19.20

App.: application. BC: BitComet; BT: BitTorrent; EM:
eMule; VG: Vagaa; TD: Thunder
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5 Experimental results and analysis

The performance of our classification mecha-
nism is evaluated with the real-world trace collected
from our campus network. For every host in the mon-
itored network, we draw a conclusion as to whether it
is running a P2P application and what it is after ev-
ery time window T , which we set to 1 h. To complete
downloading, P2P applications usually run continu-
ously for hours or even days. The traffic generated
by short-lived ones is so small that we assume it has
negligible impact on the whole network. Therefore,
it is acceptable to set T to 1 h.

5.1 Metrics

We evaluate the classification performance in
terms of the ‘true positive rate (TPR)’ and ‘false pos-
itive rate (FPR)’. A sample is ‘true positive (TP)’ if
it is correctly classified as belonging to a correspond-
ing class. A sample is ‘false positive (FP)’ if it is in-
correctly classified as belonging to the corresponding
class. Similarly, a sample is said to be ‘true negative
(TN)’ if it is correctly classified as not belonging to
the corresponding class. A sample is said to be ‘false
negative (FN)’ if it is incorrectly classified as not be-
longing to the corresponding class. Therefore, TPR
and FPR are defined as follows:

TPR =
TP

TP + FN
, FPR =

FP

FP + TN
. (7)

5.2 Results

The confusion matrix of classification results is
illustrated in Table 6.

Table 6 Confusion matrix of classification results

T.W BC BT EM VG TD BG

BC 48 100% 0 0 0 12.5% 0
BT 14 0 100% 0 0 0 0
EM 84 0 0 100% 5.95% 0 0
VG 104 0 0 11.54% 99.04% 0 0.96%
TD 840 0 0 0 0 100% 0
FPR – 0 0 10.35% 5.67% 11.11% –

T.W: total number of time windows. BC: BitComet; BT:
BitTorrent; EM: eMule; VG: Vagaa; TD: Thunder; BG:
background. FPR: false positive rate. Labels on the rows
(except the last) represent the ground truth, and labels on
the columns (except the second) represent the classification
results. Bold values represent the true positive rate (TPR)
of the corresponding application

The results are excellent. All five applications
are detected in all time windows except one time

window of VG. The TPR is always higher than
99.04%. Unfortunately, the FPR is not very satisfac-
tory. 12.5% of BC time windows are classified into
TD simultaneously, while 5.95% of VG and 11.54%
of EM are mixed with each other, which leads to
relatively high FPR of these applications (5.67% for
VG, 10.35% for EM, and 11.11% for TD). One pos-
sible reason for this is that they share some common
CF. Thus, a false positive occurs when the number
of these common CF is large enough to meet the
decision condition: ScoreP2P > SP2P.

To solve this problem, we introduce the notion
of KEY CF, which is defined as the unique and
most significant (i.e., with the largest α) CF in each
CFP2P. The number of KEY CF, denoted by Nkey,
will be further checked after a time window once
ScoreP2P > SP2P. Nkey should be close to 0 in other
P2P traffic, since KEY CF is unique. Furthermore,
KEY CF should appear frequently and steadily in
its corresponding traffic, since it is the most signifi-
cant CF. Therefore, after each time window, if the
decision condition is met, but Nkey is still smaller
than n, which is set to 10, we consider that there
is no such P2P traffic. The KEY CF of each P2P
application is shown in Table 7.

Table 8 illustrates the results after introducing
the KEY CF mechanism. From this table we can see
that there is no longer any false positive among the
five applications, which exactly demonstrates the ex-
cellent discrimination of our KEY CF. Meanwhile,
all of the TPR remain at 100% except for a negligible
decrease of VG. That is probable because the KEY
CF of VG is not sufficiently steady, whose amount
is less than n in a few time windows.

5.3 Dynamic time window

We notice that some P2P applications generate
so many CF in 1 h that its score function gains a
value much larger than its threshold SP2P. To im-
prove the classification efficiency, we employ a dy-
namic time window mechanism. That is, during a
fixed length time window (1 h), we draw a conclu-
sion that the host is running a certain P2P applica-
tion as soon as the value of the score function of this
P2P application is greater than its threshold (i.e.,
ScoreP2P > SP2P) and the amount of its KEY CF is
larger than the threshold n (i.e., Nkey > n). Then we
open a new dynamic time window for the identifica-
tion of this P2P application immediately. The new
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dynamic time window is solely used for identifying
this P2P application, and parallels with the origi-
nal fixed length time window, which will last till its
end (1 hour) to identify other possible P2P applica-
tions. This mechanism could greatly accelerate the
identification of P2P applications generating plenty
of traffic, since there is no need to wait until the end
of every whole time window.

Table 7 KEY CF of each P2P application

App. KEY CF
Percentage∗ Sum

α
(%) per hour

BC 〈UDP, 1, 140, 1, 333〉 41.56 7108 0.06
BT 〈UDP, 1, 145, 1, 329〉 43.80 652 0.24
EM 〈UDP, 1, 85, 1, 86〉 22.36 141 0.25
VG 〈UDP, 2, 140, 2, 148〉 8.99 30 0.16
TD 〈UDP, 1, 214, 1, 70〉 6.81 60 0.66

App.: application. BC: BitComet; BT: BitTorrent; EM:
eMule; VG: Vagaa; TD: Thunder. ∗ Flow of KEY CF/Flow
of P2P application

Table 8 Confusion matrix of classification results after
introducing KEY CF

T.W BC BT EM VG TD BG

BC 48 100% 0 0 0 0 0
BT 14 0 100% 0 0 0 0
EM 84 0 0 100% 0 0 0
VG 104 0 0 0 98.07% 0 1.93%
TD 840 0 0 0 0 100% 0
FPR – 0 0 0 0 0 –

T.W: total number of time windows. BC: BitComet; BT:
BitTorrent; EM: eMule; VG: Vagaa; TD: Thunder; BG:
background. FPR: false positive rate. Bold values represent
the true positive rate (TPR) of the corresponding application

The classification results and summary of dy-
namic time windows are illustrated in Fig. 6 and
Table 9, respectively. Fig. 6 shows that the average
classification time window is greatly reduced from
44.94% to 88.89% after employing the dynamic time
window mechanism. In the best case, it takes only 8
s to identify an active BC host. Table 9 shows that
the classification performance keeps excellent while
the time cost is considerably reduced.

5.4 Classification in complex network context

Most of the existing host-based approaches for
P2P traffic classification are based on behavioral fea-
tures extracted from the whole traffic generated by
hosts. These features are significant when the traffic
is dominated by the classification target. Unfortu-
nately, users of hosts do not usually run only one ap-

plication at the same time. For example, they may
surf the Internet and watch some videos at YouTube
while waiting for P2P files to download. In this case,
these behavioral features may lose effectiveness, due
to the influence of unexpected traffic.
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Fig. 6 Estimation of dynamic time windows (bold
values represent the time reduction percentage com-
pared to the original time window, which is 1 h)

Table 9 Confusion matrix of classification results after
introducing dynamic time window

T.W BC BT EM VG TD BG

BC 432 100% 0 0 0 0 0
BT 38 0 100% 0 0 0 0
EM 411 0 0 100% 0 0 0
VG 144 0 0 0 97.22% 0 2.78%
TD 2130 0 0 0 0 100% 0
FPR – 0 0 0 0 0 –

T.W: total number of time windows. BC: BitComet; BT:
BitTorrent; EM: eMule; VG: Vagaa; TD: Thunder; BG:
background. FPR: false positive rate. Bold values represent
the true positive rate (TPR) of the corresponding application

By contrast, our approach is able to work well
with complex host traffic. Neither statistical nor be-
havioral feature is required in our approach. What
we have to do is just recognizing specific flows
through their packets sum and size. These flows,
i.e., CF, are strong evidence of the existence of cor-
responding P2P applications. Therefore, our classi-
fication methodology would not be affected by the
impact of unexpected traffic. We estimate the per-
formance of our approach in a complex host traf-
fic context using mixed traces, collected from hosts
where P2P file-sharing applications are run with
other high bandwidth-consumers for 1 h. For in-
stance, host H1 runs BC together with BT, host H2

simultaneously runs both BC and TD, while host H3

watches videos through a web browser while waiting
for P2P files to download by EM. The results are
illustrated in Table 10. The percentages reported in
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the table represent the identification accuracy rates
of corresponding P2P applications in all of their time
windows. Since we employed a dynamic time window
mechanism, the sums of time windows of every P2P
application vary from each other, although they all
run for 1 h. The time windows of different P2P appli-
cations on the same host are parallel and overlapped.
Therefore, we are able to identify two or more dif-
ferent P2P applications simultaneously running on
the same host. As shown in the table, all targets
are completely identified in all of their dynamic time
windows, even the applications running on the same
host and based on the same P2P protocol.

Table 10 Confusion matrix of classification results in
complex network context

Host App. T.W BC BT EM VG TD

H1 BC 169 100% 0 0 0 0
BT 63 0 100% 0 0 0

H2 BC 271 100% 0 0 0 0
TD 80 0 0 0 0 100%

H3 EM 116 0 0 100% 0 0

App.: application. T.W: total number of time windows. BC:
BitComet; BT: BitTorrent; EM: eMule; VG: Vagaa; TD:
Thunder

6 Conclusions

In this paper, we presented a fine-grained host-
based P2P traffic classification approach. This study
aims to locate all P2P hosts within a monitored net-
work and identify the types of P2P applications they
are running. The novelty of our approach lies in
two aspects. First, we classify P2P applications by
simply counting some special flows, i.e., clustering
flows. No additional complicated information except
several generic properties of flows is needed. Second,
our approach can work well with hosts in a complex
network context, while most existing host-based ap-
proaches cannot deal with this situation.

The performance of our approach has been eval-
uated with real-world traffic. The experimental re-
sults show that we can classify P2P file-sharing ap-
plications with a TPR higher than 97.22% and a
FPR lower than 2.78%. In addition, our approach
is capable of classifying P2P applications even when
their hosts are simultaneously running other high
bandwidth-consuming applications.

Our approach provides a promising reference for
traffic classification in a high-speed network, because

of its simplicity and flexibility. More types of P2P
applications will be considered in our future work,
including P2P-TV, VoIP, etc.
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