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Abstract:
(SAR) image classification. Motivated by the traditional texton feature, the framework of texture analysis, and

We propose a novel statistical distribution texton (s-texton) feature for synthetic aperture radar

the importance of statistical distribution in SAR images, the s-texton feature is developed based on the idea that
parameter estimation of the statistical distribution can replace the filtering operation in the traditional texture
analysis of SAR images. In the process of extracting the s-texton feature, several strategies are adopted, including
pre-processing, spatial gridding, parameter estimation, texton clustering, and histogram statistics. Experimental

results on TerraSAR data demonstrate the effectiveness of the proposed s-texton feature.
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1 Introduction

Synthetic aperture radar (SAR) images have
been increasingly used for land description and scene
analysis because of their high spatial resolution
and operating ability for day and night (Yonezawa
et al., 2012). However, the well-known speckle phe-
nomenon caused by the interaction of reflected waves
from various independent scatterers within a resolu-
tion cell makes it hard to extract informative and
distinguishing features for SAR image interpreta-
tion. The intensity fluctuation of texture in SAR
images originates from the intrinsic spatial variabil-
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ity of the scene and is usually affected by speckle
noise (Fukuda, 2004). Texture analysis has been suc-
cessfully applied in a variety of research areas such
as remote sensing and machine vision.

Currently, a lot of feature descriptors have been
generated from filtered images in classification or
segmentation tasks. A time-frequency analysis al-
gorithm proposed by Spigai et al. (2011) is based
on a sliding bandpass filtering in the Fourier do-
main. The fractional Fourier transform (FRFT) is
used to discover the underlying backscattering phe-
nomenon of the objects in single-look SAR images.
Gabor filtering is found suitable mainly for the im-
ages with strong texture under the assumption that
the local texture regions are spatially homogeneous
(Singh and Datcu, 2013). The image after the filter
banks is divided into several blocks, and the fea-
ture descriptor is horizontally generated using the
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means or variances between blocks. Another kind of
method is based on texton. Generally, a vector image
is constructed by combining the value of each filter
response with one pixel of the original image. These
vectors are then quantified to generate a texton map,
and further statistical strategies such as histogram
counting are performed to produce the feature. Var-
ious texton-based texture descriptors have been ex-
plored in the last decades. Leung and Malik (2001)
defined a two-dimensional (2D) texton as a cluster
center in the filter response space, and developed it
to a three-dimensional (3D) texton with represen-
tative viewpoints and lighting. Varma and Zisser-
man (2002; 2005) built a texton dictionary based
on the statistical distribution of clustered filter re-
sponses for texture representation (VZ descriptor).
Compared with Schmid (2001), Varma and Zisser-
man (2002; 2005) introduced a probabilistic model
to capture the visual structure and the texton clus-
tered in a higher dimensional space.

To better describe the texture information of
different land-cover typologies, a lot of SAR-specific
distributions have been proposed to model the statis-
tics of amplitude or intensity data. The distribution
models have demonstrated enormous potential for
SAR image analysis and therefore received consid-
erable attention. Combining data analysis of dif-
ferent sensors with the scattering mechanism of dif-
ferent land covers, the statistical distributions can
be classified into heuristic distributions and theoret-
ical distributions. Heuristic distributions come from
the experience of data analysis without theoretical
derivation. Current heuristic distributions (includ-
ing Weibull, log-normal, and Fisher) and generalized
Gamma distributions (GI'D) have shown good per-
formance in several particular cases (Krylov et al.,
2008). Moreover, to describe different kinds of radar
data, several theoretical models have been developed
from the product model and the generalized cen-
tral limit theorem. The product model assumes that
the observed values of SAR images are derived from
the terrain radar cross section (RCS) and multiplica-
tive speckle noise. In the homogeneous area with a
constant RCS, Rayleigh distribution for single-look
amplitude and square root Gamma (Nakagami) dis-
tribution for multi-look amplitude have been derived
(Oliver and Quegan, 2004). While in the observation
of high spatial resolution SAR images, Rayleigh dis-
tribution cannot describe the variety of the clutter’s
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statistic characteristic caused by a changing RCS of
the target radar properly. Real experiments have
indicated that heuristic distributions such as log-
normal and Weibull remedy this descriptive weak-
ness to some extent and model well for the back-
ground clutter of SAR imagery. The models based
on the generalized central limit theorem assume that
the sum of a set of independent and identically dis-
tributed random variables is subject to an a-stable
distribution (Kuruoglu and Zerubia, 2000). The real
and imaginary parts of data received from the SAR
system are both modeled by the symmetric a-stable
distribution (Kuruoglu and Zerubia, 2003), thus re-
sulting in a heavy-tailed Rayleigh model for the am-
plitude distribution.

Statistical modeling has been applied well in
SAR image interpretation.
usually polluted by speckle noise, the second-order
statistics has been adopted to solve the problem
of binary additive mixture of Gamma law, which
models the speckles and estimates the parameters of
Fisher distribution (Benboudjema and Tupin, 2013).
The dynamic B-spline deformable contours under the

Since the texture is

G% model were employed for boundary detection in
speckled imagery by Gambini et al. (2006). The fi-
nite mixture models developed for SAR image clas-
sification have been proposed to adapt for different
land covers. For example, a mixture of log-normal
densities was adopted as a probabilistic model for
the pixel intensities in both water and land classes
(Silveira and Heleno, 2009). Voisin et al. (2010)
developed a mixed component model to estimate
the class-conditional probability density functions of
SAR images. Statistical distributions can approxi-
mately describe the scattering characteristics of SAR
images in theory, and the parameters of distributions
are widely used for feature representation (He et al.,
2013). An exact modeling of statistical information
improves the performance of SAR image processing
effectively.

The filter banks of the filtering, labeling, and
statistics (FLS) framework previously proposed (He
et al., 2008) provide a unified explanation of a series
of features such as local binary pattern (LBP), its
variants, scale-invariant feature transform (SIFT),
and VZ by considering different filters and label-
ing functions in the filtering and labeling block
respectively. The experimental results reveal the
efficiency and capability of the FLS framework in
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in-depth analysis of texture descriptors on a com-
mon background.

The important contributions of this paper are:
(1) introducing the FLS framework into SAR image
analysis, (2) using proper distributions obtained by
the model selection method in Krylov et al. (2008)
instead of the filters in the information collecting
module of the framework for texture analysis, owing
to the coherence of SAR imaging, and (3) applying
the related algorithms of the clustering and statisti-
cal module that have been proved very effective in
dealing with optical images to construct a feature
descriptor of SAR images.

2 Distribution model selection

The FLS framework introduced in our previous
work (He et al., 2008) is a novel development of the
original LBP operator which comprises information
collecting, labeling, and statistic modules (Fig. 1a).
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First, the input image on a rectangular pixel lattice
is processed with a filter bank of the information col-
lecting module where multi-scale and multi-direction
information can be extracted. Gather the responses
of the filter bank to build up a vector image. Second,
obtain a label image with some labeling procedure
including threshold quantization and mapping to a
rotation-invariant and uniform pattern in the vector
space on the labeling module. Finally, the statistics,
usually a histogram count, will be performed on the
labeled image to produce the export descriptor.

Instead of convolving images with a filter bank,
the statistical distributions are used in the informa-
tion collecting module for texture analysis, which
will be described in detail in the next section. The
parameters of distributions can reflect structure in-
formation and reduce the interference of speckles in
SAR images. However, since SAR data can be de-
scribed by different distributions, choosing optimal
distributions becomes a challenge.

PR T

A E
el :
O ;-%iEHistogram : I m:

onad ! :
ks Lanlllllad |

Label image X(s). Descriptor output H :

. Labeling module  —__p¢—— statistic module ——:

—— Training set —
Image — Pre- 3 Grdding [ Estimate |3 Cluster —3 Texion e Statistic
processing Gridding codebook
Estimate block Cluster block Statistic block
—— Testing set

(b)

Fig. 1 FLS framework (a) and the proposed texture description framework for SAR images (b)
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2.1 Parameter estimation and model selection

To develop an effective feature for SAR image
interpretation, the distributions we choose should be
widely used and have suitable analytic solutions for
parameter estimation. Heuristic models have shown
good results in several particular cases. Theoretical
models can enhance the descriptive ability in deal-
ing with different types of radar data. The Gaussian
distributions with different parameters construct a
mixture model to accommodate different land cov-
ers. To overcome the difficulties in choosing a suit-
able model, no special parametric family is adopted,
and a distribution dictionary D={f1, fo, ..., fm}
is constructed, where f; (i = 1, 2, ..., M) repre-
sents the distribution function. The statistical distri-
bution of the SAR image is selected from a complete
set of distributions. Table 1 lists the 10 distribution
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functions and MoLC (method of logarithmic cumu-
lants) equations which are involved in the considered
dictionary.

2.2 Parameter estimation method

A proper method should be used to estimate
the parameters of the distributions. There are sev-
eral popular methods for parameter estimation, such
as maximum likelihood (ML) (Oliver, 1986), the
method of moment (MoM) (Oliver and Quegan,
2004), and MoLC (Krylov et al., 2013). The ML
estimation method computes the parameter values
that maximize the log-likelihood function for the ob-
served image data. The MoM method represents
the moments of the parametric probability density
function (PDF) as functions of the unknown param-
eters and estimates the moments as sample-moment.

Table 1 Functions and MoLC equations of the distribution in the considered dictionary D

Family Distribution function MoLC
Gaussian filr/o) = % exp (—U%) k1 = In(20%) + (0, 1)
)2
Log-normal fa(r/p, o) = \/12_7( exp {—%} k1= p, ko =02
n
Weibull f3(r/m,m) = M%r"*l exp {— (%) } ki =Inp+n"'9(0,1), ka =7 2y(1, 1)
Lr L—-1
. IN(L+M) L (m)
Fish L, M = — k1 =1 L)y—InL)— M) —InM
1sher fa(r/L, M, i) T(L)D(M) MM( Lr )L+M 1 np+ ((L) nL)— (p(M) n M),
14—
Muy

Generalized Gaussian

distribution (GGD)

/o) = i () e = (3)]

ka2 =¢(17 L)-HZJ(L M)7 ks =¢(27 L)—¢(27 M)
ki =¢(k)/v+1no, ke = (1, k) + (1, M),
k3 = 1/)(27 L) - 1/)(27 M)

k1 = In(20?) + (0, 2)

2k1 = (0, L) —In A — In L, dkg = (1, L)

2k1 =Inp+ (L) —In L + (M),

. r r
Rayleigh fe(r/o) = = exp <_ﬁ>
Nakagami fr(r/L,\) = %(AL)LﬂL’l exp(—ALr?)
4 LM (E+M)/2
K-xoot For/L M) = = (—)
roron \ s
1/2
'T’L"LM*lKMfL 20 (%)
"
oI(L + M) CEyp2L—t
S t GO M, L, p) =
quare root G Jo(r/M, L, p) T(L)T(M) (14 Cr2)LiM’
= My

Heavy-tailed
Rayleigh (SasS)

Jro(r/e, ) =7 [ pexp(—yp*)Jo(pr)dp

k1 = In(Mp) —In L+ (L) — p(M)),
Y .
kj:(i) [¥(i—1,L)= (1)1, M)], j=2,3

aky=(a=1)1(0, 1)+1n(y2%), ka=a"?3(1,1)

I'(-) is the Gamma function, #(-) is the Digamma function, (v, -) is the vth-order polyGamma function, and Jo is the Oth-order

Bessel function of the first kind
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However, for the distribution families involving com-
plicated analytical expressions, the ML method lacks
attractive asymptotical properties under regularity
conditions. MoM is sensitive to noise or registration
faults, and has the same numerical or initialization
problems as ML. MoLLC employs a strategy based on
the Mellin transform to compute characteristic and
moment generating functions. Compared with ML
and MoM, MoLC can describe the developed sta-
tistical product models more accurately and exhibit
better variance properties. It proves to be a fea-
sible and computationally fast alternative to MoM
and ML for texture analysis of SAR images with
speckles. Therefore, MoLC is used to estimate the
distribution parameter.

MoLC is a parameter estimation method based
on PDF MeLin integral transform. For a random
variable z € (0, +00) with the PDF f(z), the MeLin
transform is defined as

+oo
6(s) = MT[/](s) = / S f@de (1)

Calculate the ith derivative to obtain the logarithmic
moment estimation, where s=1:

_ d'g(s)

l; :
ds?

+oo
[s=1 2/0 (Inz)'f(z)dx, i =1,2,....
(2)

We can obtain the logarithmic cumulants by giving
In ¢(s) the same operation as follows:

_ dig(s)

k; .
ds?

lom1, i=1,2,.... (3)

Regarding the lower moment, the relationship be-
tween the logarithmic moment and logarithmic cu-
mulants can be described as

kl - ll7
ko = 1o — 13, (4)
ks = Iy — 3lal2 + 205,

As illustrated in Table 1, the logarithmic cumu-
lants can be estimated according to the distribution
model. The number of parameters varies from distri-
bution to distribution, so is the meaning of the pa-
rameters. In the log-normal distribution, there are
two parameters, i.e., scale parameter p and shape
parameter ¢. Similarly, the only parameter ¢ in
Rayleigh represents the scale. As for the Weibull dis-
tribution, w is the scale parameter and 7 is the shape
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parameter. Nakagami has two parameters, shape
parameter \ and the other parameter L standing for

the equivalent line of sight.
2.3 Model selection

In this study, we adopt the log-likelihood
method as the selection criterion to choose the
optimal distributions from D = {f1, f2,..., fm}-
The log-likelihood of each distribution is defined as
follows:

L'L':Zlnf’i(’r)?i:1727"'7M7 (5)
req

where @ is the set of image pixels and f;(+) is the ith
parametric model in the dictionary. The values of L;
are sorted in descending order.

3 Statistical distribution texton feature

Based on the texton feature from the framework
and distribution characters of SAR images, a statis-
tical texton (s-texton) feature is derived especially
for SAR images. The s-texton algorithm consists
of three processing blocks (Fig. 1b), i.e., estimation
block (E-Block), cluster block (C-Block), and statis-
tic block (S-Block). The input data is a single-band
N x N image in this study and the final output is a
vector of texton numbers S in the codebook, which
represents the input parameters to be defined by the
user based on heuristics in the image understanding
system. Each stage will be described in turn with
their candidate algorithms to produce an overall sta-
tistical texton feature. The process of extracting the
s-texton feature is shown in Fig. 2 and will be ex-
plained in the following subsections.

3.1 E-Block

The estimation block contains three stages: pre-
processing, gridding, and estimation (Fig. 1b).

3.1.1 Pre-processing

Pre-processing is mainly to obtain the suitable
distribution, which can fit the SAR image well. The
distributions in the dictionary D={f1, fo, -+, fm}
have shown the potential for SAR image analysis.
However, with this specific choice, the estimation
process includes M =10 distinct parametric families.
We select randomly one image from each class, and
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E-Block estimation C-Block cluster

Fig. 2 Extraction process of the proposed statistical texton descriptor

then link these images together to produce a new
image I modeled by the distributions in dictionary
D. The parameter values of all the distributions
in dictionary D are estimated by MoLC over the
SAR data. Then as the selection criterion, the log-
likelihood is computed for each component to ob-
tain the optimal distributions. Several combination
strategies of different estimators chosen from distri-
bution dictionary D have been applied to construct
a proper model.

3.1.2 Gridding

In this stage, the image is partitioned into grids.
We define m as the number of grids for each pixel at
a level. These grids contain neighborhoods of each
pixel, so the feature extracted from them may ex-
press spatial information. Different sizes or patterns
of the grid are chosen as follows:

G1-G3: A single square grid is used for each di-
mension of the vectors from the pre-processing stage.
Each pixel is assumed to be the grid center and the
grid sizes are 5 X 5, 9 x 9, and 13 x 13 for G1-G3,
respectively. In this case, M =1.

G4: We use grids of different sizes to form a
combined grid—a three-level grid with sizes 7 x 7,
9 x 9, and 11 x 11. Thus, scale information is added
to the grids and M=3.

G5: The neighbors in the grid are divided into
four parts: left-up, left-down, right-up, and right-
down. There are four grids in each direction for one
subgrid and M=4. In this way, the grid contains
spatial information of the image.

3.1.3 Estimation

In this stage MoLC is used to compute distribu-
tion parameters of each grid from the gridding sub-
block to obtain a vector with length p x M, where
p is the number of parameters per distribution. We
use the distributions obtained in the pre-processing
stage to obtain the parameters by modeling the grid.
Single distributions and multiple distributions (com-
bination of two or more) are employed to describe the
SAR image. Then parameters of the distributions in
the sub-block except the boundary pixels are cas-
caded to produce a vector which embodies multiple
types of information.

3.2 C-Block

This stage is aimed to cluster the vectors ob-
tained in the E-Block to make the s-texton feature
stable and flexible. In this study, K-means is used
to cluster the parameters of distribution models for
SAR images. As for the training set, the statistical
texton codebook has not yet been generated. There-
fore, the estimated vectors are clustered to form a
codebook. For each test image, the corresponding
estimated vector of each pixel is directly labeled by
the codebook, and after the C-Block, a histogram
will be established in the following S-Block stage.

3.3 S-Block

This block is similar to the statistic module in
the FLS, where a statistic procedure will be followed
on the labeled image through a histogram count. The
s-texton can then be obtained.
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Above all, for an image, first, set the size of
image patch and choose a distribution; second, com-
pute the distribution’s parameters, and cluster by
the vector of these parameters; third, connect all the
patches’ cluster features to form the feature of the
whole image; finally, statistic for s-texton features is
used for classification. Each module’s setting will be
presented in the following section.

4 Experiments
4.1 Experiment dataset

The TerraSAR image used in the experiments
involves the area of Guangzhou Province in China
detected on May 24, 2008 (UTC-Universal Time Co-
ordinated), as shown in Figs. 3a—3c. The image data
with channel VV is in the intensity field and 16-bit.
The terrain varies from urban area to farmland, in-
cluding seven classes: forest, hill, industry area, land,
pool with bridge, river, and residential area (Fig. 3d).

-(a' -
Forest Hill Industry area

Fig. 3
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Each class includes 160 sub-images sized in 64 x 64,
from which 60 sub-images are used for training and
the remainder for testing.

4.2 S-texton setup

To further assess the capabilities of different dis-
tributions, Fig. 4 shows the image histograms and
the distributions estimated in the dictionary. Since
the amplitude data in SAR images often exhibits
heavy distribution tails, Rayleigh distribution obvi-
ously performs poorly (Fig. 4a). However, heuris-
tic distributions such as log-normal and Weibull can
overcome the descriptive weakness of the Rayleigh
distribution to some extent. According to the log-
likelihood method, the selected distributions are log-
normal, Nakagami, SaS, Weibull, and Rayleigh in
descending order.

To choose the number of distributions denoted
by N, the following experiments were conducted
to compare the performance of a single estimator
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image; (c) opposition of the SAR image in the Earth; (d) samples from the original SAR image
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Fig. 4 Histograms of the image and different distri-
butions with (a) or without (b) Rayleigh. References
to color refer to the online version of this figure

among log-normal (El), Nakagami (En), SaS (Es),
Weibull (Ew), Rayleigh (Er), and the combinations
of two or more distributions in grid pattern G1. For
each N, we recorded the average accuracy. Table 2
shows the effect of different N’s on the classifica-
tion results. As we can see, for a single estimator,
several distributions provide poor classification ac-
curacy. The strategies of combining different esti-
mators are significantly better and more stable than
using a single estimator, which means that one esti-
mator can cover the shortage of another one. When
N =4, the average accuracy is much better than that
in other cases. According to Fig. 5, the combination
of estimators (El4+En+Es+Ew) performs best in the
classification tasks. Therefore, the distributions we
chose are log-normal, Nakagami, SaS, and Weibull.
In the gridding procedure, different sizes of
the grid represent different amounts of information.
However, it does not mean that a larger window
brings a better result. In fact, a small window con-
tains less information while a too large window seems

Table 2 Classification accuracy as a function of the
number of distributions

Number of distributions Accuracy (%) Error range (%)

1 79.86 6.08
2 83.54 2.50
3 84.29 1.65
4 84.77 0.65
5 84.57 0

The bold number indicates the best result

N

86

84|
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El+En+Es+Ew
El+En+Es+Er

i En+Es+EwW+Er
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Grid pattern

Classification accuracy (%)

80 -

Fig. 5 Classification accuracy of different combina-
tions among estimators (El: log-normal; En: Nak-
agami; Es: SaS; Ew: Weibull; Er: Rayleigh)

rough. To determine a proper window size, we usu-
ally chose odd numbers as the patch size, such as
5x5,7x7,and 9 x 9. Fig. 6 shows that window G3
provides the highest classification rate, which means
that window G3 with a larger size is appropriate for
local estimation in SAR images. G4 including three
windows can keep the spatial information, and pro-
vides a more stable result. G5 achieves the poorest
performance due to its lack of scale information, and
thus cannot represent the distribution information of
the local sub-block best. More window sizes for SAR
image interpretation will be explored in our future
work. In the following comparative experiments,
we chose G3 and El+En+Es+Ew respectively for
s-texton feature generation. Then textons (or clus-
tering centers) were obtained in C-Block, and feature
vectors with 1x300 dimension from histogram count-
ing were classified by a K-nearest neighbor (KNN)
method.

4.3 Feature setup for comparison

The performance of the s-texton feature has
been compared with those of four well-founded fea-
ture extraction techniques: GLCM (Xie, 2008), Ga-
bor, GMRF, and DSEM _MRF (Krylov et al., 2009;
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Voisin et al., 2010).

GLCM: GLCM used in this experiment has
eight gray levels and four texture statistics
(contrast, correlation, energy, and homogeneity),
which are combined to a texture descriptor for
classification.

Gabor: Images are filtered by a Gabor filter
bank, and then the mean and variance computed
from each filtered image are combined into a feature
vector. Since eight orientations of three-level Gabor
filters are used in this study, the dimension of the
feature vector is 1 x 48.

GMRF: Parameters of GMRF modeling of the
SAR image are estimated. Then statistics are exe-
cuted respectively with each parameter, resulting in
the corresponding statistic vectors to represent the
image.

DSEM_ MRF: A DSEM approach is used to
model the SAR amplitude PDF. Combine DSEM
and MRF to compute the class-conditional proba-

bility for each pixel of the SAR image. Then the

86 — —
84 |
82 f
80 |

78

76

Classification accuracy (%)

74

72Er El En Es

Ew Elnwr Elswr EInsw Elnsr Enswr
Estimator

Fig. 6 Classification accuracy of different grid pat-
terns (G1: 5 X 5; G2: 9 X 9; G3: 13 x13; G4: 7T X 7,
9 X 9, and 11 X 11; G5: left-up, left-down, right-up,
and right-down. El: log-normal; En: Nakagami; Es:
SaS; Ew: Weibull; Er: Rayleigh)
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SAR image is divided into 16 sub-blocks and the av-
erage of the class-conditional probability vectors is
computed for each sub-block to produce a new vec-
tor. Subsequently, the vectors derived from the 16
sub-blocks are cascaded to describe the SAR images.

4.4 Classification performance of s-texton and
other features

Table 3 lists the experimental results of different
descriptors. The s-texton feature approach obtains
the highest classification accuracy in most classes,
and outperforms Gabor, GLCM, DSEM MRF, and
GMRF by 31.29%, 29.14%, 15.14%, and 5.43%, re-
spectively. The superiority of the s-texton feature
approach can be attributed to three aspects. First,
regarding the method of pre-processing, the s-texton
feature approach exploits directly the log-likehood to
choose a proper distribution for the following stages.
Second, different sizes or patterns of the grid are
chosen. These grids contain neighborhoods of each
pixel, so the feature vectors extracted from them ex-
press the spatial information. Third, instead of filter-
ing in the traditional texton algorithm, the parame-
ters of different statistical distributions are combined
to strengthen the local statistical information, and
therefore the s-texton feature is applicable to differ-
ent texture images.

5 Conclusions

In this paper, a statistical (s-texton) distribu-
tion feature has been proposed for SAR image clas-
sification. The statistical estimation methods have
been used instead of filtering operation, and differ-
ent estimators have been applied in the parameter
estimation process. Experiments have been con-
ducted to evaluate the classification performances

of different estimators and grid patterns in the

Table 3 Classification accuracy of the s-texton approach and other published approaches

Classification accuracy (%)

Approach
Forest Hill Industry Farmland Pool River Residential Average
Gabor 49.00 54.00 46.00 43.00 79.00 59.00 49.00 54.14
GLCM 46.00 41.00 42.00 54.00 86.00 72.00 53.00 56.29
DSEM_MRF 82.00 57.00 38.00 74.00 83.00 100.00 58.00 70.29
GMRF 79.00 76.00 61.00 75.00 99.00 99.00 71.00 80.00
s-texton 93.00 93.00 68.00 72.00 100.00 100.00 72.00 85.43

Bold numbers indicate the best results
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proposed method, and the classification results

showed the superiority of using the s-texton feature.
For future work we will explore and apply more ap-
propriate estimators and window sizes for SAR image
interpretation.
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