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Abstract: Current typical video conferencing connection is bridged by a multipoint control unit (MCU), which
may cause large delay and communication bottleneck for the whole system. With the development of network
technology, a video conferencing system can be implemented based on software-defined networking (SDN), which
makes the service controllable and improves the scalability and flexibility. Additionally, a video encoding method
called scalable video coding (SVC) can also help. In this paper, we propose a video conferencing architecture based
on SDN-enabled SVC multicasting, which discards the traditional Internet group management protocol (IGMP) and
MCU. The system implements SVC multicast streaming to satisfy different device capabilities of various conference
terminals. The SDN controller is responsible for dynamically managing and controlling the layers of a video stream
when a conference member faces network congestion. Also, a conference manager is designed to facilitate the
management of the conference members. Experimental results show that our system can not only provide a flexible
and controllable video delivery, but also reduce the network usage while guaranteeing the quality of service (QoS) of
video conferencing.
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1 Introduction

With the rapid development of society, people
are no longer satisfied with simple voice and text
communications. They are more inclined to mul-
timedia communications with voice, text, images,
and videos. As one of the most advanced commu-
nication technologies, video conferencing allows two
or more locations to communicate by simultaneous
two-way video and audio transmissions (Qiu et al.,
2002). Video conferencing has the unique advan-
tages of increasing communication efficiency, reduc-
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ing travel costs, and improving management effec-
tiveness. However, with continuous increase in the
number of users, how to provide high delivery quality
and save network bandwidth becomes a challenge.

Video conferencing systems are deployed mainly
by means of a multipoint control unit (MCU)
(Willebeek-LeMair et al., 1994). An MCU is a bridge
that interconnects calls from several sources. All par-
ties call an MCU, or the MCU can also call the par-
ties that are going to participate in the conference
(Fig. 1). It is simple and convenient to maintain
the user status. However, because all terminals send
control messages and videos to the MCU, and MCU
sends videos back to all terminals, the MCU solu-
tion needs high network bandwidth and may cause
large delays. The MCU may become the bottleneck
with a heavy handling burden. It is hard to ensure
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high-quality delivery, since its single function limits
the scalability and reduces reliability.

MCU

User 1

User 4

User 2

User 3

IP networks

Fig. 1 MCU-based solution

Unicast is a way of sending content to a single
receiver, but it does not consider that others may
also need the same content. By contrast, multi-
cast intends to deliver the same content to a group
of receivers, thus avoiding the waste of network re-
source (Li et al., 1999). Considering the features of
a video conferencing system, multicasting is an effi-
cient solution for conveying the video content. Some
MCUs can support the Internet protocol (IP) multi-
cast transmission mode. However, an IP multicast-
based video transmission over the Internet is not
widely applied. The reason for this is that the IP
multicast requires transporting routers on the whole
path supporting multicast, which induces additional
configuration and security considerations, thus mak-
ing the commercial Internet service providers (ISPs)
reluctant to deploy native IP multicast. For commer-
cial multimedia services, access control is necessary
for providing a basic service-level security to ensure
that data streams are sent only for legitimate re-
ceivers and requesting routers. In IP multicast, how-
ever, anyone joining the multicast group can obtain
the multicast stream. This implies that IP multicast
does not support an access control mechanism, and
cannot be controlled and managed over the network.

To ensure high-quality video delivery and save
the network bandwidth, a video encoding method
called scalable video coding (SVC) (Schwarz et al.,
2007) can help. SVC is an extension of the
H.264/AVC standard and keeps the advantages of
H.264, i.e., high compression ratio and better im-
age quality. SVC further provides three types of
scalabilities: spatial, temporal, and quality scalabil-
ities. By applying a layered approach, the encoded
SVC bit stream consists of a base layer providing
the basic quality and one or more enhancement lay-

ers. For example, the base layer provides the con-
tent quality needed for mobile devices; additional
enhancement layers provide high-definition quality.
The variety of conference member devices with dif-
ferent capabilities ranges from cell phones with small
screens and restricted processing power to high-end
PCs with high-definition displays. SVC provides bit-
stream scalability for graceful degradation transmis-
sion or adaptation, thus fulfilling the customized re-
quirements like adapting to the heterogeneous device
capabilities and heterogeneous networks. However,
SVC video streaming is still not widely applied in
practical video transmission, although it has bit-rate
adaptation ability. The basic reason behind this is
that routers in the current network are transparent
for SVC streaming applications, which disables in-
network bit-rate adaptation for a graceful degrada-
tion of the transmission.

In recent years, software-defined networking
(SDN) (Sezer et al., 2013) has been fast emerging
as a promising network technology for building next-
generation services and networks. OpenFlow (McK-
eown et al., 2008) is a standard communication pro-
tocol that enables SDN. It decouples the control
plane and data plane of a network node, thus bring-
ing out several nice features. The SDN controller can
obtain the whole network’s information and manage
the network easily. It is convenient to deploy mul-
ticast over SDN without any distributed multicast
routing protocols. Moreover, since the SDN con-
troller can observe the link status, when conference
members suffer from annoying congestion, the con-
troller can configure the switches to forward fewer
enhancement layers to ensure the fluency of video.
When the network condition gets better, the num-
ber of enhancement layers will be increased to obtain
a better quality. That is, SDN makes the deployment
of SVC in-network adaptation transmission possible.

In this paper, we propose an SDN-enabled SVC
multicast solution for multi-party video conferencing
systems. Our approach discards the traditional In-
ternet group management protocol (IGMP) (Fenner,
1997) and MCU to obtain a better performance, and
deploys multicast by just using unicast addresses and
uses a centralized management system to maintain
the relationships between hosts and groups. Further-
more, to implement multicast over SDN, the service
provider needs only to program in the SDN con-
troller, and then the controller sends flow entries to
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the OpenFlow switch. The OpenFlow switch for-
wards the network packets following the rules of the
flow table in the way of multicast. This avoids the
complex network configuration in the current tra-
ditional network. SDN-enabled multicast can also
provide an access control mechanism and enable the
implementation of multicast authentication, autho-
rization, and accounting (AAA) integration for user
authentication in a multicast context. The SDN con-
troller can create multicast distribution trees accord-
ing to the locations of the participants. A conference
member is not only a multicast tree leaf of one mul-
ticast group but also a multicast tree root of another
multicast group. A conference member sends SVC-
encoded video streaming to the network so that other
members can receive different numbers of SVC layers
to obtain different video quality. Using the control-
lable layered multicast video approach over SDN, the
proposed system can save the network bandwidth
and reduce delay effectively, as well as guarantee the
quality of video conferencing for different users.

2 Related work

Research on the design of video conferencing
systems has been going on for many years. Recently,
Ng et al. (2014) proposed a P2P-MCU approach to
support a multi-party WebRTC conference, which
can reduce CPU usage and bandwidth consump-
tion. Feng and Wu (2012) designed a cloud-based
video conference multi-gateway system to meet the
needs of a high-definition video conference system.
This system can control a variety of virtual gate-
way resources based on physical devices; thus, mul-
timedia gateways could be deployed dynamically.
Zhang et al. (2014) proposed a ping-based clustering
algorithm to determine the network topology and
fine-tune the server locations with the objective of
reducing end-to-end delays. Integrating SVC into
MCU is state-of-the-art nowadays, and has caught
the attention of enterprises and research institutes.
Given the high scalability and flexibility of the SVC
introduced above, it may be an effective solution
to relieve MCUs from the stress of the bandwidth
with SVC. In the case where there are a few con-
ference members applying for accessing the MCU,
since the bandwidth resource is enough for each par-
ticipant, additional enhancement layers can be de-
livered by the MCU with little loss to provide high

image quality. Otherwise, if there are too many
members participating, the MCU will reduce the
number of enhancement layers to guarantee the flu-
ency and reliability of the communication. Some
vendors like Radvision (Avaya, 2016) and Polycom
(Polycom, 2014) have proposed several solutions for
applying SVC in MCUs to make their products com-
petitive. These systems mentioned above are based
on the traditional networks without considering the
feature of SDN. SDN is an active research topic in
the area of networking, and is very attractive for
the academia and industry. Zhao et al. (2014) used
SDN-enabled multicasting to facilitate multi-party
video conferencing application, which can provide
better video delivery compared with the conventional
MCU-based solution. However, they used single-
layer video multicasting to deploy the system, which
lacks the support of in-network bit-rate adaptation.
To use a layered multicast approach to implement
the system, a mechanism of supporting heteroge-
neous terminal devices and SVC video in-network
transmission adaptation is needed.

Civanlar et al. (2010) described an SVC video
streaming architecture for supporting quality-of-
service (QoS) flows in the OpenFlow environment.
Egilmez et al. (2013) extended it to optimize for-
warding decisions at the control layer to make dy-
namic QoS supporting possible. However, these
works focused on unicast-based SVC transmission.
SVC transmission with multicast can be classified as
a layered multicast issue. The receiver-driven lay-
ered multicast (RLM) was introduced by McCanne
et al. (1996) to transmit layered signals over het-
erogeneous networks using receiver-driven adapta-
tion. Zhang and Li (2002) proposed a receiver-
driven, router-assisted layered multicast protocol
(RALM) to achieve enhanced performance. Nev-
ertheless, these works are based on IP multicast over
traditional networks to design the video streaming
scheme, lacking service and network control.

In this paper, we use a controllable layered mul-
ticast approach to implement video conferencing over
SDN. The proposed system can save the network
bandwidth and reduce the delay effectively. More-
over, it uses the SVC in-network video layer adapta-
tion method to make dynamic QoS supporting possi-
ble. To our knowledge, this is the first work of design-
ing a video conference system using SDN-enabled
layered video multicast.
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3 System design

The design goals for the architecture are as fol-
lows: obtain a stable and clear system while saving
the bandwidth, reducing delay, and guarantee the
quality of the video conference for different users. In
designing the video conferencing system, the major
challenges are how to manage the meeting, how to
identify the SVC video stream, how to build multi-
cast trees, and how to guarantee QoS. The overall
architecture of the proposed video conferencing sys-
tem is as shown in Fig. 2. It uses a controllable lay-
ered multicast mode to minimize network bandwidth
usage. The conference members can subscribe to dif-
ferent video layers according to the device capability.
They will at least receive a base layer to ensure the
smooth video playback and one or more enhance-
ment layers to increase the video quality. For in-
stance, conference members with small-screen smart-
phones just need to receive the base layer stream,
while others with high-definition displays can obtain
more enhancement layer streams. As shown in Fig. 2,
the PC and smartphone are connected with the same
OpenFlow switch, but the PC may receive four lay-
ers of video sent from the notebook, while the switch
may forward just one layer to the smartphone. Each
SVC layer is defined as a flow, and the video sender
and receivers form a group. For a video conference,
the number of groups equals the number of video
members who send video streams to other partici-
pants. The group information is maintained in the
conference manager, which also maintains the infor-
mation of forwarding layers according to the hetero-

geneous devices with different capabilities. The SDN
controller can configure switches to collect the infor-
mation of network nodes, so that the system can
adaptively decrease the number of video layers to
avoid congestion. If the network link state becomes
good enough, the member terminal will be able to
receive more enhancement layers to obtain a higher
video quality.

There are four key components of the system,
as shown in Fig. 3: the terminals, the conference
manager, the controller, and OpenFlow switches.
OpenFlow switches and the links between them con-
stitute the infrastructure layer of the system. The
control layer is based on an OpenFlow controller,
which contains network information on the infras-
tructure layer. The southbound interface is the
OpenFlow protocol, which is used for communication
with OpenFlow controllers. The conference manager
and parts of modules in the controller implement the
application layer functionality. The modules in the
OpenFlow controller are used by the conference man-
ager from the application layer through the north-
bound interface to implement cross-layer functional-
ity. Details about the components of the proposed
system are described below.

3.1 Terminals

There are two types of terminals in the confer-
ence system: the president terminal and the member
terminal. The president terminal, as the organizer
and primary spokesman of the conference, creates
a conference and manages the related conference

Fig. 2 SDN-enabled SVC multicast solution of the video conferencing system
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Fig. 3 Design of the SDN-enabled SVC multicast
video conferencing system

configuration. A member terminal is an ordinary
conference member who participates in the confer-
ence. If a member terminal applies to speak, it
converts to the president terminal with the corre-
sponding competence after being allowed. Each con-
ference terminal includes mainly a multimedia pro-
cessing module, which supports SVC encoding and
decoding. The conference member terminals can be
smartphones, tablets, notebooks, HDTVs, and so on.
According to the device capability, different termi-
nals can subscribe to different suitable video layers.

Video and audio are converted into digital for-
mat through the coding device. The encoded SVC
bit stream consists of a base layer to provide the ba-
sic video quality and several enhancement layers to
provide better quality. When a terminal sends the
encoded video, different layers of the video are trans-
mitted at different user datagram protocol (UDP)
source ports. The conference manager records these
source ports and notifies them to the controller, so
that the OpenFlow switches can be content-aware.
In other words, the OpenFlow switches can identify
to which terminal and which video layer the data
packets belong by matching the IP and UDP/TCP
(Transmission Control Protocol) source port field.

When new users request the conference man-
ager to join a conference, the member terminals
will report the device capability information to de-
termine the number of transferring layers so that
they can receive suitable video layers forwarded by
the OpenFlow switches from the layered SVC video
source. The receiver device decodes the receiving
digital stream into a form that can be displayed and
heard.

3.2 Conference manager

The conference manager is established to facili-
tate the management of conferences. It provides in-
teractive communication service with terminals and
the controller. When a member terminal applies to
the conference manager for joining a conference, its
related information will be maintained. The con-
ference manager will process and maintain the data
as an information center. Then relevant information
will be sent to the controller to do some network-level
work, such as constructing multicast trees. Specif-
ically, we construct a multicast tree for each video
layer to realize the framework for SVC multicast
streaming. The conference manager manages the
corresponding events through three basic modules:
group manager, information manager, and admis-
sion control.

1. Group manager module: IP multicast uses
IGMP to manage group members, which needs
a complicated network configuration. The SDN-
enabled SVC multicast system abandons the tradi-
tional IGMP, and group members are maintained in
the conference manager instead. The group manager
module maintains a correspondence list of the con-
ferencing group and its members. Each video sender
and the receivers form a group with a unique group
ID (GID). The list preserves the receivers’ MAC and
IP addresses, defined as

Sender[GID] = [(mac1, ip1), (mac2, ip2), . . .],

where maci and ipi (i = 1, 2, . . .) denote the MAC
and IP addresses of receiver i, respectively. If a
member terminal has sufficient permission to join
the conference and wants to watch the video of a
participant, when the corresponding GID exists, its
related information will be added to this list.

2. Information manager module: This module
is responsible for managing the configuration of each
conference and member information. From the as-
pect of a conference, the stored information includes
the list of conferences, group members of a confer-
ence, group IDs, conference properties, and so on.
From the aspect of members, the stored information
includes capability of the user terminals for subscrib-
ing to suitable video layers, the member ID to iden-
tify receivers for each video layer, user permission to
join a conference, the IP/MAC address to support
network communications, etc.
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3. Admission control module: The admission
control module is responsible for the management
process of a new member joining or leaving a confer-
ence and maintaining the related information. For
instance, when a member applies to join or leave a
conference, its access information (access the first
time, access once more, or leave) will be added to
the conference manager for maintenance, so that the
controller can analyze and process the information
with corresponding events. Here, we define a dictio-
nary host[mac] = GID to maintain the relationship
between a member terminal and a conference so that
we can judge whether the member is accessing for
the first time or accessing again. Then we use the
heartbeat mechanism to determine whether the user
is still online. Fig. 4 illustrates the processes of the
admission control module when a new member re-
quests to join the conference. At first, only hosts A

and C are in the conference, and then host B applies
for joining the conference group.

OFSW

OFSW

OFSW

Host A

Host C

Host B

Conference
managerController

(1)

(2)

(3)

(3)
(3)

Fig. 4 Admission control management process
(OFSW: OpenFlow switch)

As shown in Fig. 4, the process can be described
as follows: (1) Host B sends a message to the confer-
ence manager applying to join the conference group.
(2) The conference manager checks the permission
first. If it is allowed, the conference manager will
update the list of the conference group members and
send the corresponding message to the controller.
(3) Through the corresponding events management
system, the controller updates the group members,
calculates a new multicast tree, and sends flow table
entries to the switches.

3.3 Controller

In the SDN-enabled SVC multicast system, the
SDN controller will make high-level routing deci-

sions. Unlike traditional IP multicast, the central-
ized controller can obtain the whole network’s topol-
ogy status from OpenFlow switches and multicast
group member information from the conference man-
ager, so it is convenient and efficient to set up mul-
ticast trees. Here, the controller can build multi-
ple multicast trees for the same video of different
layers. When suffering from network congestion,
the controller is capable of configuring the Open-
Flow switches to dynamically decrease the number of
SVC layers through the corresponding multicast tree
to avoid annoying playback interruptions. Current
controllers in the mainstream include NOX, POX,
Floodlight, etc. Among them, we choose the POX
controller (Open Networking Lab, 2015) to set up
our system. It is composed of the following three
parts:

1. Topology manager module: This module
maintains the network topology information. Link
discovery is the key to obtaining the entire network
information. When a switch is added to the SDN
environment, the controller can obtain link informa-
tion between the switch and other connected devices
by a protocol called the link layer discovery protocol
(LLDP). At first, the controller will send a ‘packet-
out’ message to send LLDP packets to all the Open-
Flow switches. The message commands the Open-
Flow switch to send LLDP packets to the connected
devices through all its ports. As the switch has no
specific flow table entries for processing an LLDP
message, all packets will be sent to the controller
through a ‘packet-in’ message. After receiving the
‘packet-in’ message, the controller will analyze the
packets and create a link between two switches in
the table. Therefore, the controller will be able to
create a complete view of the network topology.

2. QoS manager module: The QoS manager ba-
sically facilitates the system to achieve in-network
adaptation of scalable video transmission to address
the fluctuating link quality. This module provides a
link and port status monitoring function via collect-
ing ‘statistics’ messages supported by the OpenFlow
protocol, and uses ‘statistics’ messages to detect the
congestion event. As soon as a change in link quality
is detected, the routing manager module is triggered
to determine an appropriate number of video layers
to be transmitted over this link. This system imple-
ments a threshold-based layer selection strategy. For
instance, if a link and port’s usage ratio increases to
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a value higher than the threshold, the QoS manager
triggers the routing manager module to decrease the
number of layers transmitted over the overused link.
Otherwise, when detecting plentiful bandwidth, it
triggers the routing manager module to increase the
number of transmitted layers, and thus the terminal
obtains a higher quality of experience (QoE).

3. Routing manager module: The routing man-
ager module constructs multicast trees and sends
flow table entries to OpenFlow switches to deploy
the logical routing path. When a conference begins,
the topology and terminal list in the group manager
module will be updated. As our system employs a
layered multicast architecture to deliver SVC video
stream, we construct a multicast tree for each video
layer. Each video layer can identify receivers by a
member ID maintained in the conference controller.
Relying on the topology maintained in the controller,
the conference manager locates the source and re-
ceivers, and applys a specific multicast tree creation
algorithm, such as the PRIM algorithm, to construct
a minimum spanning tree (MST) for each SVC layer.
Then the system will map these logic multicast trees
into OpenFlow rules. Finally, the SDN controller
configures these forwarding rules into the flow table
of switches. When the system suffers from network
congestion, this module can dynamically adjust the
number of video layers and transmit data packets
through the corresponding multicast tree. Then the
receiving terminal decodes the receiving data stream
that can be seen and heard on the monitors.

3.4 OpenFlow switches

An OpenFlow switch is responsible for the data
packets forwarding in the data plane and can rewrite
flows’ addresses, under the guidance of the controller.
A transmission path for each conference video layer’s
flow can be dynamically adjusted by the controller
configuring the OpenFlow switches via the Open-
Flow protocol.

3.5 Discussion

It is simple to deploy such an SDN-enabled con-
ferencing system from a technical perspective. How-
ever, in common practice, the SDN controller is
owned by the ISPs, while video conferencing service
providers need to program on the network controller.
Thanks to SDN supporting network virtualization, it

is possible for ISPs to give each application service
provider its own network topology and control over
its traffic flow (Drutskoy et al., 2013). By means
of network virtualization, video conferencing service
providers may implement the proposed system in the
controller of the network slice, which makes the net-
work scalable and flexible.

4 Experimental results

4.1 Experimental environment setup

In this work, we refurbished Netgear
WNDR3800 routers with the OpenWrt (Open-
Wrt Developer Team, 2015) system and made the
routers OpenFlow switches supporting OpenFlow
version 1.0. In our experiment, we used 16 such
OpenFlow switches to build an OpenFlow network
to test our system’s performance. The network
topology is as shown in Fig. 5. Each switch’s
wide-area network (WAN) port was configured
as a console port, which was linked to the SDN
controller. The four LAN ports were linked to other
OpenFlow switches or member terminals to forward
video streaming data. The WLAN interface was
also configured to support the OpenFlow protocol
so that wireless devices, such as smartphones or
notebooks, can also access the network via Wi-Fi.

Fig. 5 Topology of the experiment network

We chose POX as our controller, running on a
Linux server with two Intel Xeon E5-2620 CPUs,
64 GB RAM, and two network interface cards
(NICs). The first NIC was connected to a stan-
dard hub, which was connected with all the Open-
Flow switches’ console port to constitute an out-of-
band control network. The second was connected to
the conference manager to transmit the information
needed. Before the experiment, we programmed the
POX for implementing each module in the controller.

The conference manager operated on another
Linux server with two NICs, which were respectively
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connected to the controller and OpenFlow switches
to collect information about conferencing sessions,
member terminals, and multicast groups. These
data structures would be maintained in the confer-
ence manager modules. If there is a request, the
conference manager will first judge whether it is ac-
ceptable, and then inform the controller to take the
corresponding actions.

Each terminal can support SVC encoding and
decoding. After being encoded, the layered video
data was encapsulated as real-time transport proto-
col (RTP)/UDP packets. We used different UDP
ports to transmit these packets so that OpenFlow
switches could identify the flow of a specific layer
and execute the corresponding actions. AVC/SVC
library decoding tools were provided to enable the
SVC player to decode SVC streams and display the
SVC video. There were three types of terminals in
the experiment, i.e., smartphones, notebooks, and
PCs with high-definition display. According to our
design, these terminals with different capabilities
would receive different numbers of SVC layers.

4.2 Test for bandwidth usage and delay

We evaluated the performance of bandwidth us-
age in the whole network and average end-to-end
delay of the proposed SDN-enabled SVC multicast
conferencing architecture. We compared it with the
MCU-based system and SDN-enabled single-layer
video multicast conferencing system, respectively. In
the MCU-based system, video from the source will
first be transmitted to the MCU and then forwarded
to each receiver terminal. In an SDN-enabled single-
layer or SVC video multicast conferencing system,
the video stream will be forwarded to the receivers
in a multicast manner. The major difference between
these two systems is that in a single-layer video mul-
ticast system, all receivers obtain the source video
at the same bit rate. However, in a layered video
multicast conferencing system, devices with differ-
ent capabilities can obtain the video at different bit
rates. We designed an experiment with up to 50
users and implemented the same network topology
and link settings in different systems. These 50 ter-
minals requested for the same video conference from
the conference manager one by one.

Fig. 6a shows the usage of network’s bandwidth
along with the number of terminals. As the number
of participants increases, the SDN-enabled SVC mul-

ticast architecture outperforms the other two con-
ferencing solutions in bandwidth saving. This is
because, in the system with the MCU-based solu-
tion, terminals send videos to the MCU, and then
the MCU sends the video back to all receivers. In
an SDN-enabled single-layer multicast system, small
screen devices receive videos at the same bit rate
as the ones with high-definition displays. The other
two conferencing solutions will increase unnecessary
traffic and waste network bandwidth resource.

Fig. 6b shows the average end-to-end delay as
the number of terminals increases in different sys-
tems. The performance of the SDN-enabled layered
video multicast solution is almost the same as that of
the SDN-enabled single-layer multicast conferencing
system. Both perform better than the MCU-based
solution. This is reasonable, because the video will
first be transmitted to the centralized MCU and then
forwarded to receivers in the MCU-based solution.
It will result in larger end-to-end delay than SDN-
enabled multicast solutions.

U
sa

ge
 o

f b
an

dw
id

th
 (M

b/
s)

Number of terminals
10

(b)

(a)

20 30 40 50

Number of terminals
10 20 30 40 50

Av
er

ag
e 

de
la

y 
(m

s)

SDN-enabled single-layer video multicast solution

SDN-enabled single-layer video multicast solution
SDN-enabled layered video multicast solution

Fig. 6 Test results of bandwidth usage in the whole
network (a) and average delay (b) as the number of
terminals increases

4.3 Experiment for in-network adaptation

In this experiment, we evaluated the function
of SVC in-network layer adaptation. We encoded
a video in the source terminal into three layers of
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quality scalability, including a base layer, enhance-
ment layer 1, and enhancement layer 2, and en-
coded the same video into the single-layer format
with the same bit rate. We chose two member ter-
minals as the receivers to compare the performance
of the proposed SDN-enabled SVC multicast with
that of the SDN-enabled single-layer multicast solu-
tion. To imitate network congestion, a third-party
software called Ostinato (Srivats, 2010) was used to
change the network traffic continuously in the sys-
tem, which shared the same physical link as the se-
lected terminals’ multicast path. Then we monitored
the variation of the network traffic and compared the
video quality of two receivers to judge whether the
in-network adaptation strategy of SDN-enabled SVC
multicast works better than the single-layer video
multicast conferencing system.

We measured the packet-loss ratio of the SDN-
enabled layered video multicast strategy and the
single-layer video multicast strategy, respectively.
The results are plotted in Fig. 7. The packet-loss
ratio of layered video multicast is much lower than
that of the single-layer solution. The reason is that
when the link becomes congested, the SDN-enabled
layered video multicast conferencing system can de-
crease the number of forwarded layers to avoid packet
loss.

Fig. 8 shows the experimental results in terms of
intuitional time-domain distribution of blurred pic-
tures for the SDN-enabled SVC video and single-
layer video multicast conferencing solutions. Packet
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Fig. 7 Packet-loss ratio of the SDN-enabled SVC
video multicast solution and the single-layer video
multicast strategy

loss may lead to blurred pictures. Normally, seri-
ously or moderately blurred pictures will heavily de-
grade the conference members’ QoE, while the effect
of mildly blurred pictures is negligible. When the
background traffic is high enough to congest the link,
the SDN-enabled layered video multicast conferenc-
ing system can decrease the number of layers and
achieve much fewer blurred pictures than the other
solution. When the link obtains enough bandwidth
to transmit the enhancement layers, it will increase
the number of forwarded layers to provide a high-
quality video. Hence, the in-network adaptation may
substantially improve the conference members’ QoE
in the scenario of time-varying traffic.

The experimental results indicated that SDN-
enabled SVC multicast works better than the
other solution. When the network traffic changes,
the SDN-enabled SVC multicast solution can

Time

SDN-enabled 
single-layer 
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Network 
traffic

Base layer Enhancement layer 1 Enhancement layer 2

Mildly blurred Moderately blurred Seriously blurred

SDN-enabled 
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Fig. 8 Time-domain distribution of blurred pictures of the SDN-enabled SVC video multicast solution and the
SDN-enabled single-layer video multicast conferencing system (References to color refer to the online version
of this figure)
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dynamically adjust the number of video layers to
obtain a better video quality. The flexible and con-
trollable SVC multicast stream service can obviously
reduce the packet-loss ratio and try its best to im-
prove the quality of conference video, guarantee-
ing fluency and stability to satisfy the conference
members.

5 Conclusions

In this paper, we presented the design and de-
ployment of a video conferencing system based on
SDN-enabled SVC multicasting, which flexibly cus-
tomizes multicast paths according to the network
state. It also supports heterogeneous terminal de-
vices and in-network transmission adaptation. Ex-
perimental results were presented, showing that the
proposed system can not only provide a flexible and
controllable video delivery but also reduce the net-
work bandwidth usage and guarantee the quality of
a video conference.
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