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Abstract: Inferring query intent is significant in information retrieval tasks. Query subtopic mining aims to find possible sub-
topics for a given query to represent potential intents. Subtopic mining is challenging due to the nature of short queries. Learning 
distributed representations or sequences of words has been developed recently and quickly, making great impacts on many fields. 
It is still not clear whether distributed representations are effective in alleviating the challenges of query subtopic mining. In this 
paper, we exploit and compare the main semantic composition of distributed representations for query subtopic mining. Specif-
ically, we focus on two types of distributed representations: paragraph vector which represents word sequences with an arbitrary 
length directly, and word vector composition. We thoroughly investigate the impacts of semantic composition strategies and the 
types of data for learning distributed representations. Experiments were conducted on a public dataset offered by the National 
Institute of Informatics Testbeds and Community for Information Access Research. The empirical results show that distributed 
semantic representations can achieve outstanding performance for query subtopic mining, compared with traditional semantic 
representations. More insights are reported as well. 
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1  Introduction 
 

Inferring query intent is the key task for infor-
mation retrieval. It is common that users face diffi-
culties in felicitously expressing their real intention 
using several key words, so that web queries are 
usually ambiguous and multifaceted. Therefore, 
search results are often unable to satisfy users’ real 
information needs as specifically as they expect. To 
solve this problem, a query subtopic mining task is 

proposed, which aims to find possible subtopics for a 
given query and return a ranked list of them in terms 
of the relevance to the query, popularity, and diversity 
of subtopics (Kim and Lee, 2013). 

A lot of work has been done to represent query 
subtopics by providing a flat or hierarchical structure 
using different information resources. The commonly 
used pipeline includes the following procedures: (1) 
extract subtopic candidates from various resources, 
including query suggestions (Baeza-Yates et al., 2005; 
Santos et al., 2010), top-ranked documents (Xu and 
Croft, 1996; Beeferman and Berger, 2000; Zeng et al., 
2004), query logs or online encyclopedias (Hu et al., 
2009; Jiang et al., 2011), anchor texts, and uniform 
resource locators (URLs); (2) organize the subtopic 
candidates into clusters (clustering), and view each 
cluster as a subtopic; (3) rank the mined subtopics and 
select a label to represent each subtopic. During this 
process, the representation of subtopic candidates is  
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the key point since it directly affects the quality of 
clustering subtopic candidates. Many existing sub-
topic mining methods represent subtopic candidates 
based on a bag of words and co-occurrence statistics 
in search results. Such methods face word mismatch 
problems and require a way to close the semantic gap. 

Recently, deep learning techniques have become 
very popular. In such frameworks, words and pieces 
of texts are represented as distributed continuous 
vectors, which can project words and texts into a 
semantic space. The vector representation of words 
can be learned using neural networks on large-scale 
datasets (Bengio et al., 2003; Mikolov et al., 2013b). 
Such semantic representation can capture important 
syntactic and semantic regularities (Mikolov et al., 
2013b); this makes it easy to measure semantic re-
latedness and alleviates the term mismatch problem. 
Motivated by the success of applying distributed 
representations to several natural language processing 
tasks, we wonder whether such representations work 
effectively for query subtopic mining. To the best of 
our knowledge, there is little work that systematically 
studied the effectiveness of using distributed repre-
sentations for this task. 

We exploit distributed representation based se-
mantic composition for query subtopic mining. In 
particular, we focus on two semantic composition 
strategies for representing multiword subtopic can-
didates. The first one is the paragraph vector (PV), 
which jointly learns the vector representations of 
words and the arbitrary length of a text (Le and 
Mikolov, 2014).  

The second one is “word vector composition”. 
This approach first learns the distributed representa-
tions of words and then uses certain semantic com-
position methods to obtain the distributed represen-
tation of each subtopic candidate.  

We learn distributed representations on two 
types of data: query log data and document corpus. 
We are interested to see whether the data type affects 
the quality of learned distributed vectors. To compare 
the performance of different strategies, we conduct 
experiments on the National Institute of Informatics 
Testbeds and Community (NTCIR) INTENT Chinese 
subtopic mining task collections. Our findings  
include: 

1. Distributed representations based query sub-
topic mining approaches outperform baselines based 

on traditional semantic representations. 
2. The word vector composition approach 

achieves a better performance compared with the 
paragraph vector approach. 

3. The semantic composition method based on 
multiplication and co-occurrence works best. 

4. In most cases, distributed vectors learned from 
the query log data perform better; however, the per-
formance is not consistent and is dependent on the 
semantic composition methods. 
 
 
2  Related work 
 

In this section, we introduce the related work on 
query subtopic mining and two main semantic rep-
resentation methods. The first is the semantic com-
position method for representing phrases given word 
embeddings. The other is distributed representations 
of sentences and documents, i.e., the PV approach. 

2.1  Query subtopic mining 

Web queries are often ambiguous and multifac-
eted, and users cannot obtain specific search results as 
expected. Recognizing the intent behind a query is an 
important challenge, and various problems have been 
tackled related to this challenge. Subtopic mining has 
been proposed under these circumstances. The topic 
is more coarse-grained and related to other queries, 
and in contrast, the subtopic is fine-grained and is 
only about the query in question (Clarke et al., 2009). 
This is the major difference between topic and sub-
topic. Query suggestion and search result diversifi-
cation, which aim to satisfy diverse user intent with a 
single search result page, are both applications of 
query subtopic mining (Rafiei et al., 2010; Zheng and 
Fang, 2011). Query subtopics can be used to support 
query-oriented summarization as well (Song et al., 
2012). 

Existing studies relevant to the problem of sub-
topic mining can be divided into different categories, 
including the query log mining method, the search 
result mining method (Jones and Klinkner, 2008; Li  
et al., 2008; Strohmaier et al., 2009; Hu et al., 2012), 
the method based on integrated data from multiple 
resources (Damien et al., 2013; Wang et al., 2013; 
Zheng et al., 2014), and many other methods. 
Strohmaier et al. (2009) first obtained similar queries 
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from search sessions, filtered out noisy queries using 
click-through data, and then grouped the remaining 
queries based on random walk similarity. Radlinski et 
al. (2010) mined query suggestions using both session 
logs and web pages. Luo et al. (2014) analyzed query 
log data to establish bipartite graphs and then gener-
ated large-scale candidate sets by a random-walk 
method. Zeng et al. (2004) first extracted salient 
phrases from search result snippets and then grouped 
the search results by ranking the salient phrases. Hu et 
al. (2012) proposed a clustering algorithm which can 
effectively leverage “one subtopic per search” and 
“subtopic clarification by keyword” to automatically 
mine the major subtopics of queries, where each 
subtopic is represented by a cluster containing a 
number of URLs and keywords. Wang et al. (2013) 
proposed a diversified retrieval model to rank docu-
ments with respect to the mined subtopics for bal-
ancing relevance and diversity. External resources 
were used to recognize the subtopics for a given query 
in the category-based method proposed by Wang et al. 
(2013). 

Query subtopic mining is also helpful for many 
other tasks, such as query suggestion. Anagnos-
topoulos et al. (2015) introduced an algorithmic ap-
proach capable of creating a two-fold dynamic se-
mantic query suggestion set based on the most 
common Twitter entities (TEs), i.e., hashtags (#) and 
mentions (@), as well as the links that appear in 
tweets. Karunasekera et al. (2014) tracked microblog 
discussions on a given topic. They proposed a new 
term-scoring expression to score the returned mi-
croblogs to identify whether they are on topic or not.  

Since 2011, NTCIR has organized the IMine 
task, comprising the subtopic-mining and document- 
ranking sub-tasks (Song et al., 2011; Sakai et al., 2013; 
Joho and Kishida, 2014; Liu et al., 2014). NTCIR 
provides topics sampled from the median-frequency 
queries collected from both Sogou and Bing search 
logs. Song et al. (2009) proposed a query intent clas-
sification taxonomy that groups queries into three 
types—ambiguous, broad, and clear. The number of 
queries within each of the three types of topics pro-
vided by NTCIR is almost equal. NTCIR’s collection 
is publicly available and is becoming one of the 
standard evaluation datasets for subtopic mining. In 
this study, we conduct experiments on the NTCIR 
INTENT Chinese subtopic mining task collections. 

2.2  Distributed semantic representations 

Word embedding has attracted considerable at-
tention from many researchers. In recent years, sev-
eral models, which have achieved state-of-the-art 
success in many natural language processing tasks, 
have been proposed. Bengio et al. (2003) first pro-
posed a neural network language model (NNLM) that 
can learn a word embedding and a language model 
synchronously. Similar to this model, Mnih and 
Hinton (2007) proposed the log-bilinear language 
model, replacing the nonlinear activation function 
tanh of NNLM with a log-bilinear energy function. A 
model that trains only word embedding was proposed 
by Collobert and Weston (2008). All these three 
models have a hidden layer. Word2Vec has already 
become one of the most popular word embedding 
generation tools in the space of only a year and is a 
useful tool to a great extent. It has two models, the 
continuous bag-of-words (CBOW) and skip-gram 
models (Mikolov et al., 2013a). CBOW (Mikolov  
et al., 2013a) thoroughly removes the hidden layer of 
the neural network. Skip-gram (Mikolov et al., 2013a) 
uses the simplest strategy, choosing one word in the 
window of the target words as the representative of 
the context. They attempt to minimize computational 
complexity and increase computing speed. Mikolov 
et al. (2013a) proved that the CBOW model can 
perform better with a larger training corpora, even 
though it simplifies the neural network. Baroni et al. 
(2014) also claimed that the CBOW model achieves a 
significantly better performance than the count mod-
els (models based on a word-context co-occurrence 
matrix) do in almost all semantic tasks. The training 
corpora in our experiment are large enough. Thus, to 
achieve a higher efficiency, we use the Word2Vec 
toolkit as our word embedding generation tool. 

Compositional semantic models aim to build a 
distributional representation of a phrase from its 
component word representation. More and more new 
compositional semantic models are being put forward. 
Most existing compositional distributional semantic 
models can be divided into traditional additive and 
multiplicative models. The traditional approach is to 
combine single word representation with composi-
tional operators either pre-defined (Mitchell and 
Lapata, 2010) or learnd from data (Le and Mikolov, 
2014). Some researchers expanded traditional  
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approaches to consider the inner structure of phrases 
and their context (Yu and Dredze, 2015), applying a 
matrix transformation (Zanzotto et al., 2010; Grefen-
stette et al., 2013; Zhao et al., 2015) or recursive 
neural networks (Socher et al., 2011b). As our ex-
periment applies the semantic representation of a 
phrase to mine subtopics, we employ traditional se-
mantic composition methods to represent a phrase. 

Socher et al. (2011a) used a matrix–vector op-
eration to combine the word vectors in an order given 
by the parse tree of a sentence; however, it works for 
only those sentences based upon a parse tree. Le and 
Mikolov (2014) proposed an unsupervised frame-
work named “PV”, which can learn continuous dis-
tributed vector representations for pieces of text. The 
text can have variable lengths ranging from a phrase 
to a sentence to a whole document. This algorithm 
can learn the fixed-length feature vectors of texts with 
different lengths and represent each piece of text by a 
dense vector. The vector represents the information 
that is missing from the current context. PV is a way 
to take into consideration the variable lengths of 
queries and subtopics in our subtopic mining  
processing. 
 
 

3  Subtopic mining framework 

3.1  Overview 

The common framework of subtopic mining can 
be divided into three parts. First, the subtopic candi-
date extraction module extracts subtopic candidates 
for a given query from available resources such as a 
query log. Next, the subtopic candidates should be 
represented by a certain semantic representation. 
Finally, the subtopic candidates are clustered into 
groups according to the semantic similarities between 
their representations, and each cluster group forms a 
query subtopic. 

In this study, we follow this pipeline. Without 
loss of generality, given a query q, we extract contexts 
{a} of this query from some resources, and call a 
phrase s=q+a a “subtopic candidate”. We would 
group these subtopic candidates into clusters to form 
the final query subtopics. Since a candidate usually 
consists of multiple words, we have to work out a way 
to represent it properly.  

Since we focus on comparing the effectiveness 

of various distributed semantic representations for 
subtopic mining, the main difference among different 
approaches is the semantic representations used. Next, 
we introduce the three parts one by one. 

3.2  Subtopic candidate extraction 

User search behavior data is available in the 
form of a query log, as a result of user interactions 
with search engines. A query log records user inter-
action information such as query string, submission 
time, and user clicks, and each of these records indi-
cates a particular user’s information need at that time. 
Considering that millions of users use search engines 
every day, query logs contain a wealth of information 
about the users and the world. Analyzing a query log 
is a promising way to understand user interactions 
with search engines. 

We extract subtopic candidates from a query log. 
For a given query q, we extract all queries that contain 
q as a substring as the subtopic candidates. For ex-
ample, if q equals “Microsoft”, query “Microsoft 
products” would be extracted as a subtopic candidate. 
This is reasonable. Since a query might be ambiguous, 
users tend to use extra words to specify their search 
goals so that such subtopic candidates do reflect the 
user intent. In implementation, we constrain that a 
subtopic candidate must appear in a query log at least 
three times as a whole query, and discard those whose 
lengths are too large to reduce the noise. 

3.3  Subtopic candidate representation 

Before clustering subtopic candidates into 
groups, we must project these subtopic candidates 
into a certain kind of representation. We compare two 
categories of representations: the BOW based repre-
sentations and the distributed representations. The 
BOW based representations represent each subtopic 
candidate as a point in the word space. In contrast, 
distributed representations represent a string with a 
continuous distributed vector, so that they can be used 
to measure the semantic relatedness between texts 
that vary in lexical surface strings, such as “movie” 
and “film”, which can alleviate the term-mismatch 
problem. 

The subtopic candidates are multi-word expres-
sions. We consider two strategies for learning their 
representations. The first one is based on the PV 
method, which was proposed by Le and Mikolov 
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(2014) to directly learn distributed representations for 
word sequences with an arbitrary length.  

The other option is to obtain the representations 
of multi-word expressions based on the embeddings 
of individual words through semantic composition. In 
this study, we compare several composition strategies 
and expect to find the most effective one. We name 
this strategy “word vector composition”. 

3.4  Subtopic candidate clustering 

The extracted subtopic candidates cannot reflect 
search intent well, since there is a great semantic 
redundancy even when they have different words. It is 
necessary to group subtopic candidates into clusters 
according to semantics, and each cluster corresponds 
to a distinct intent. This way would largely reduce the 
cognitive burden of the users. 

Actually, all clustering algorithms can be applied. 
The main idea of this study is to compare different 
semantic representations for subtopic mining. 
Therefore, we apply the k-means clustering algorithm 
for its simplicity and effectiveness.  

The key to clustering is to precisely measure the 
similarity among samples. This depends on both the 
similarity function and semantic representations of 
samples. We fix the similarity function as the cosine 
similarity and focus mainly on evaluating the effec-
tiveness of various representations. The cosine simi-
larity between vectors is defined by  

 

sem( , ) ,
| | | |

⋅
=

⋅
i j

i j

c c
i j

c c

c c
v v

v v                    (1) 

 

where ci is the ith
 subtopic candidate and icv denotes 

the semantic vector of this subtopic candidate. 
 
 
4  Distributed representations of subtopic 
candidates 
 

In this section, we introduce the distributed 
representations used to represent query subtopic 
candidates. Our target is to map each query subtopic 
candidate to a distributed dense vector. 

4.1  Paragraph vector 

PV provides the idea of learning the vector rep-
resentation of a sentence or a document directly (Le 

and Mikolov, 2014). In the PV framework, there are 
two variations for obtaining a document vector—the 
distributed memory version of PV (PV-DM) and the 
distributed BOW version of PV (PV-DBOW). Ac-
cording to the report proposed by Le and Mikolov 
(2014), PV-DM works better than PV-DBOW; thus, 
we used the PV-DM model in this study. 

The basic idea of the PV model is illustrated in 
Fig. 1. For the PV model, each paragraph has a label, 
and the PV model learns a vector representation for 
each word and label in a dataset. Given the label and 
the contextual words, which are represented by vec-
tors, a certain strategy (such as average or concate-
nation) was used to represent the label and these 
words in a single vector. This vector was then used to 
predict the next word in the context. According to its 
internal structure, we could consider it as a special 
semantic composition of word vectors. The optimal 
target of the model is to make the differences between 
predictions and the actual words as close as possible.  

 
 
 

 
 

 
 
 
 

 

4.2  Word vector composition 

4.2.1  Word vector 

Word embedding is a unique distributed con-
tinuous vector, which maps a word into a high- 
dimensional semantic space. We used the toolkit 
Word2Vec (Mikolov et al., 2013a) to learn word 
embeddings. Word2Vec provides two models: the 
skip-gram and CBOW models. Its CBOW model has 
been proved more efficient with larger training cor-
pora even though it simplifies the neural network. In 
this study, we used the CBOW model.  

4.2.2  Semantic composition 

We aggregated word representations to obtain 
the representation of a multi-word subtopic candidate 
by semantic composition. To achieve this, we em-
ployed the most widely used composition strategies: 
additive and multiplicative compositions. 

Classifier

Average/ 
Concatenation

Query label

Semantic 
vectors

Query and 
its words

w4 wi+3

w1 w2 w3 wi wi+1 wi+2

Label2Label1

 
Fig. 1  Framework of the paragraph vector model 
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1. Additive composition 
In the additive function, the general form can be 

expressed as  
 

phrase 1 2
0

( , , , ) ( ),
n

n i i
i

w w w wa
=

= ⋅∑V V       (2) 

 
where V(wi) represents the vector of word wi, 
Vphrase(w1, w2, …, wn) represents the vector of a phrase 
containing n words, and αi is a weight parameter for 

the ith word in the phrase subject to 
0

1
=

=∑ n
ii
α .  In 

this way, a phrase is represented in a vector form, 
which has the same dimensionality as a word vector.  

In general, words in a phrase are not equally 
important in indicating its meaning. Therefore, we 
aimed to assign larger weights to words with more 
importance for understanding the phrase to keep the 
composite vector close to its real position in the 
vector space. We used different metrics to measure 
the importance of a word in the phrase to test the 
effectiveness of different constructing methods on the 
subtopic mining results. They are as follows: 

Average (AVE): The weight of each word in the 
phrase is equal; i.e., αi=1/n, where n is the number of 
words constructing the phrase. This weight setting is 
used as the baseline of other weight settings.  

Co-occurrence (COO): Co-occurrences are used 
to measure the closeness between words. We assumed 
that the more times a word w co-occurs with query q, 
the more important it is. Weight αi for word wi is 
defined as  

 

0

co( , )
,

co( , )
=

=

∑
i

i n

j
j

w q

w q
α

                       (3) 

 
where co(·, ·) is a function representing the co- 
occurrence times of two strings in a query log. 

Term frequency–inverse document frequency 
(TF-IDF): TF-IDF is a statistical method used to 
evaluate the importance of a word for one of the 
documents in a set of files or a corpus. The im-
portance of a word is directly proportional to the 
number of its occurrences in the file, but at the same 
time is inversely proportional to its frequency in the 
corpus. It is a common kind of weighted technology. 
Therefore, we can consider the importance of a word 

in the phrase using TF-IDF. Here, we expanded 
co-occurrence weight with TF-IDF, and weight αi for 
word wi is defined as  

 

0

co( , ) DF( )
lg 1 ,

co( , )

i i
i n

j
j

w q w
Nw q

α

=

 = ⋅ + 
 ∑         (4) 

 
where DF(wi) is the number of documents in which 
word wi appears, and N is the total number of all 
documents. We continued to use co-occurrence of 
word and query to compute TF instead of the fre-
quency of the word alone in the whole corpus. This 
can ensure the affinity of the word and the original 
query. 

2. Multiplicative composition (MUL) 
The multiplicative function is another option. As 

a particular instance of the more general class of 
multiplicative functions, we define the method as 
follows: 

 

phrase 1 2( ) ( ) ( ),= • • • nw w wV V V             (5) 
 

where “●” represents multiplication of the corre-
sponding components: 
 

phrase 1 2( ) ( ) ( ) .= ⋅ ⋅ ⋅
i i i n iw w wV V V V          (6) 

 
 
5  Experimental setup 

5.1  Datasets for learning distributed representa-
tions 

The ability to train precise PVs and word em-
beddings depends greatly on the training corpus. The 
intuitive mainstream idea is that the more semantic 
information the corpus covers, the better the distrib-
uted vectors can be learned. Except for the size, dif-
ferent sources of training corpora can influence the 
quality of the learned representations. We used two 
types of data: a query log dataset and the encyclope-
dia dataset. The two datasets are both large enough. In 
our experiment, the size of the training dataset was 
not considered during comparison. 

The query log dataset is the SogouQ query log 
corpus which was collected in August 2006, March 
2007, June 2008, and November 2011 from 
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http://www.sogou.com/. It is publicly available. Each 
record in the dataset includes six items: date/time of 
the user click, user identification (ID), user’s query, 
URL clicked by the user, rank of the clicked URL in 
the result list, and the order of the URL click within 
the session. We used the queries to train PVs and 
word embeddings. 

The encyclopedia dataset is a collection of web 
pages covering various topics from http://baike.baidu. 
com/, the largest Chinese knowledge base. It covers 
all areas of the network information, and contains 
more semantic information. Baidu Baike dataset is 
suitable for training semantic representation models 
of Chinese. 

For learning word and query representations 
based on the PV approach, we treated each query in 
SogouQ as a single sentence and all query strings 
from SogouQ as the data. Because the lengths of the 
subtopic candidates and documents in Baidu Baike 
differ significantly, we did not use the Baidu Baike 
dataset for training PVs. 

For learning the individual word embeddings, 
we used both the SogouQ dataset and encyclopedia 
dataset. Thus, we could compare how distributed 
vectors learned from different data types can affect 
the subtopic mining results. 

The dimensions of the distributed vectors also 
have a significant impact on the experimental results. 
Through repeated experimentation using different 
values, we chose 50 as the dimensionality of PV, and 
300 as that of the word embeddings. 

5.2  Test datasets and evaluation metrics for sub-
topic mining 

We conducted our experiment on the public 
Chinese data collection offered by NTCIR-9 (Song  
et al., 2011) intent task, including query suggestions 
from major search engines, query dimensions from 
search result pages, and related queries extracted 
from the SogouQ query log. The numbers of ambig-
uous queries, broad queries, and clear queries are 
approximately equal in this collection. To complete 
the candidates for each query in this data collection, 
the SogouQ dataset, as an additional resource, was 
used to extract related subtopic candidates and com-
pute the weights of words in subtopic candidates. We 
compared the performance of different semantic 
representations with the results of the subtopic mining 

task with the following evaluation metrics: I-rec@n, 
D-nDCG@n, and D#-nDCG@n (Sakai and Song, 
2011). I-rec, short for intent recall, is a measure of 
subtopic diversity. I-rec@n describes the coverage of 
query intent in the top documents of a sorted docu-
ment list. D-nDCG is a measure of the overall rele-
vance between the query intent and the original query 
across subtopic sets. D#-nDCG is a linear combina-
tion of previous metrics which consider both relevant 
performance and subtopic coverage. The document 
cutoff in our experiment was set to 10, which reflects 
the quality and reliability of the algorithm (Sakai and 
Song, 2011). 

5.3  Baselines 
The BOW model is the most common text rep-

resentation method used for natural language pro-
gressing and information retrieval. In this model, a 
text (such as a sentence or a document) is represented 
by an unordered collection of words, disregarding 
grammar and even word order. Each term in collec-
tion is independent and has no dependencies with 
other terms. The feature of a text is a vector, whose 
dimensionality is the number of words in collection. 
Each dimension of the feature vector is the frequency 
of the corresponding term in the text. 

Clustering reformulated queries (CRQs) (Dang  
et al., 2011) is a famous method for inferring query 
intent. It obtains reformulations for queries from an 
anchor text and Microsoft web N-gram services, and 
then clusters reformulations into groups, each of 
which is considered a coarse representation of a query 
aspect. It has achieved remarkable results. 

We also compared the performance of the pro-
posed methods with the best performance of the par-
ticipants of NTCIR-9. 

5.4  Analysis of experimental results  

In this subsection, we describe and analyze the 
results of the experiment, and then show the results of 
different semantic compositions of distributed rep-
resentations for subtopic mining. Each model was 
tested 10 times and the average score was taken as the 
final result. According to the report proposed by Song 
et al. (2016), most queries in a query log have no 
more than 10 topics and about 50% queries have at 
least 5 topics; thus, in this study, we set the number of 
expected subtopics to 5 and 10 and report the results 
respectively. 
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5.4.1  Results of distributed representation based 
methods 

Table 1 shows the performance of the distributed 
representation based methods, including the PV 
method, three weighting schemes (AVE, COO, and 
TF-IDF) for additive composition, and MUL. The 
distributed representations were trained on the query 
log dataset.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We can see that the word vector composition 

with MUL achieved the best performance. The PV 
method is comparable to the word vector composition 
with additive composition approaches. The reason for 
the superior performance of MUL may be that if 
vector definitions are optimized by word embedding 
training, then it is the directions of the vectors that are 
optimized, not their magnitudes. In multiplicative 
functions, the magnitudes of the terms of a phrase can 
affect only the magnitude of the phrase, not its direc-
tion. By contrast, in additive models, the relative 
magnitudes of terms can have a considerable effect on 
both the magnitude and direction of the phrase. This 
can lead to difficulties when working with similarity 
measure, which is insensitive to the magnitudes of 
vectors. This then leads to differences between the 
additive and multiplicative models when clustering 
using distance measures. 

In terms of the weighting schemes for additive 
composition, AVE achieved the worst results. The 
co-occurrence-based and TF-IDF-based models both 
had improvements over AVE. The obvious reason is 

that AVE does not consider the differing importance 
of terms in subtopic candidate phrases. In contrast, 
co-occurrence and TF-IDF weightings both consider 
the situation in which each word of subtopic candi-
date phrase plays a different role in understanding the 
query. In all cases, the best of the additive composi-
tion models is the co-occurrence-based model. This 
indicates that the importance of words should be 
dynamic and query-dependent. 

5.4.2  Effects of data types 

In this part, we analyze the performance of word 
vector composition on different training datasets. We 
chose COO, the best variant of additive composition, 
and MUL, the best performer, for demonstration. 
Table 2 shows the experimental results from two 
types of data. The number of clusters is five. Actually, 
we observed the same trend for other numbers of 
clusters.  

 
 
 

 

 
 
 
 

 
 

Surprisingly, we observed that the results are 
opposite when we used different composition models. 
COO performed better when using query log data for 
training, while MUL achieved slightly better results 
when using Baidu Baike data for training. Generally, 
query log data are less sensitive to the choice of the 
composition models. The reason may be that the 
query log data are more related to our task. The 
learned distributed representation can better capture 
the special characteristics of queries. From another 
perspective, it showed that MUL is more robust and 
less sensitive to the choice of training data. This may 
indicate that composition models play a more im-
portant role compared with the choice of data. 

In summary, we can conclude that: (1) Word 
vector composition methods outperform the PV 
method; (2) The MUL strategy is better and more 
robust compared with the additive composition stra- 
tegy, and co-occurrence-based term weighting is the 
most effective for additive composition; (3) Learning 

Table 1  Performance of distributed representation based 
methods 
Number of 

topics Method I-rec D-nDCG D#-nDCG 

5 

PV 0.5382 0.7236 0.6304 
AVE 0.5197 0.7141 0.6156 
COO 0.5582 0.7328 0.6301 

TF-IDF 0.5542 0.7307 0.6261 
MUL 0.5605 0.7362 0.6316 

10 

PV 0.5262 0.7175 0.6173 
AVE 0.5180 0.7139 0.6147 
COO 0.5452 0.7256 0.6199 

TF-IDF 0.5392 0.7219 0.6139 
MUL 0.5550 0.7334 0.6219 

PV: paragraph vector; AVE: average; COO: co-occurrence; TF-IDF: 
term frequency–inverse document frequency; MUL: multiplicative 
composition 

 
Table 2  Performance of different training datasets on 
the evaluation metrics (number of topics K=5) 

Model Dataset I-rec D-nDCG D#-nDCG 

COO 
Baike 0.5131 0.7107 0.6072 

SogouQ 0.5582 0.7328 0.6301 

MUL 
Baike 0.5698 0.7404 0.6374 

SogouQ 0.5605 0.7362 0.6316 
COO: co-occurrence; MUL: multiplicative composition 
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proper word embeddings for this task depends on 
both the choice of data types and composition models, 
while the query log data are more robust. 

5.4.3  Comparison with baselines 

We have presented the results of different se-
mantic composition strategies for a subtopic mining 
task using distributed representations. In this subsec-
tion, we will compare three proposed models (PV, 
COO, and MUL) with two baselines (BOW and CRQ) 
described in Section 5.3 and the top systems in the 
NTCIR-9 subtopic mining task. The distributed rep-
resentations are learned from the query log data. 

Table 3 shows the results. Here, ICTIR-S-C-1 
and THU-S-C-2 are the best performers on the 
NTCIR-9 subtopic mining task (Song et al., 2011). 
THU-S-C-2 is ranked top in terms of D-nDCG and 
D#-nDCG, and ICTIR-S-C-1 is the best one in terms 
of I-rec. 

 
 
 
 
 

 
 
 
 
 

 
 
 

 
We can see that among all these performers, the 

models based on distributed semantic composition 
rank on the top in terms of all the three metrics. This 
verifies that distributed semantic representation can 
largely improve the quality of subtopic mining. In 
contrast, traditional BOW-based methods suffer from 
the semantic gap problem like term mismatch and 
data sparseness. Although considering the co- 
occurrence information can be helpful, the nature of 
the BOW assumption still limits the performance. 
 
 
6  Conclusions and future work 
 

In this paper, we have proposed the exploitation 
of the semantic composition of distributed  

representations to represent query subtopic candi-
dates for query subtopic mining. We have explored 
two approaches to gain the distributed representations 
of multi-word query subtopic candidates: PV com-
position, which learns the representations of se-
quences directly, and word vector composition, which 
is based on semantic composition of distributed rep-
resentations of individual words.  

Experimental results illustrated that: (1) Both 
methods based on semantic composition of distrib-
uted representation outperformed the traditional 
BOW- and co-occurrence-based baselines; (2) Word 
vector composition using the MUL strategy achieved 
the best performance, outperforming the PV approach. 
This fully proved that the semantic composition of 
distributed representation based methods can greatly 
improve the performance of query subtopic mining. 
In the future, we plan to incorporate more contextual 
information, such as user clicks and related behaviors, 
as signals to learn better query representations to 
further improve the performance of query subtopic 
mining. Learning good representations of long word 
sequences still requires much effort. 
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