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Abstract: Automated analysis of sports video summarization is challenging due to variations in cameras, replay
speed, illumination conditions, editing effects, game structure, genre, etc. To address these challenges, we propose
an effective video summarization framework based on shot classification and replay detection for field sports videos.
Accurate shot classification is mandatory to better structure the input video for further processing, i.e., key events
or replay detection. Therefore, we present a lightweight convolutional neural network based method for shot
classification. Then we analyze each shot for replay detection and specifically detect the successive batch of logo
transition frames that identify the replay segments from the sports videos. For this purpose, we propose local
octa-pattern features to represent video frames and train the extreme learning machine for classification as replay or
non-replay frames. The proposed framework is robust to variations in cameras, replay speed, shot speed, illumination
conditions, game structure, sports genre, broadcasters, logo designs and placement, frame transitions, and editing
effects. The performance of our framework is evaluated on a dataset containing diverse YouTube sports videos of
soccer, baseball, and cricket. Experimental results demonstrate that the proposed framework can reliably be used
for shot classification and replay detection to summarize field sports videos.

Key words: Extreme learning machine; Lightweight convolutional neural network; Local octa-patterns; Shot
classification; Replay detection; Video summarization
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1 Introduction

Sports broadcasters generate multimedia con-
tent exponentially these days. Effective management
and handling of such massive multimedia content is
very challenging. Manual video content analysis is a
taxing activity. Therefore, automated video content
analysis techniques have been proposed to effectively
handle the enormous amount of multimedia content
available in cyberspace. Additionally, viewers are
unable to watch full-length sports broadcasts due to
time constraints. This fact creates an urgent need
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to develop effective summarization solutions (Javed
et al., 2016, 2019), which are capable of providing a
brief summary of significant sports video events. Re-
plays are usually displayed by broadcasters to show
significant sports video events in slow motion. There-
fore, replay detection (Javed et al., 2016) can be used
to produce a video summary of significant events of
the game.

Sports video content analysis requires effective
segmentation and classification of shots into different
views (i.e., long, medium, close-up, and out-field).
Accurately classifying sports video shots into differ-
ent views has potential benefits such as key event
detection and video summarization. Existing works
(Fani et al., 2017; Kapela et al., 2017; Minhas et al.,
2019; Javed et al., 2020) employ various conventional
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machine learning and deep learning methods for clas-
sification of sports video shots. Shot classification
methods have also employed various low-, mid-, or
high-level features alone or in combination. Kapela
et al. (2017) employed color and texture features us-
ing a radial-basis decomposition function along with
the Gabor wavelet transform to train support vec-
tor machines (SVMs) for field sports scene classifica-
tion. This method is well suited for real-time sports
video scene classification, but the performance of
event extraction can be further improved using addi-
tional audio-visual features. In our prior work (Javed
et al., 2020), a decision tree architecture was em-
ployed to propose various rules that were then used
to classify field sports video shots. Although this
method provides better accuracy for shot classifica-
tion in cricket videos, this technique is less effective
to some extent for close-up shot classification due
to lower face detection performance. This happens
only in close-up shots that involve the face expo-
sure of the batsman wearing a helmet. Many shot
classification methods (Ekin et al., 2003; Raventós
et al., 2015; Choroś and Gogol, 2016) use low-level
features (e.g., grass-field color-pixel ratio and pitch-
field pixel ratio) to classify shots into long, medium,
and close-up ones. In Ekin et al. (2003), the grass-
field color-pixel ratio was employed to classify video
shots into long, medium, and close-up views. Specif-
ically, the grass-field color-pixel ratio of selected re-
gions was used to train the Bayesian network for
classification of long and medium shots. The accu-
racy of this method can be improved by integrat-
ing more robust features. However, this approach is
only tailored to soccer videos and is unable to gen-
erate summaries of different sports. In Choroś and
Gogol (2016), a rule-based thresholding approach us-
ing the grass-field color-pixel ratio was proposed to
detect long shots in soccer videos. This approach is
limited to detecting only a single shot category. Sim-
ilarly, the grass-field color-pixel ratio was employed
in Raventós et al. (2015) for soccer video shot classi-
fication. Shot classification methods that use these
low-level features operated with hard-coded thresh-
olds often fail to achieve good performance in real-
time conditions, e.g., variations in illumination and
color similarity of foreground and grass-field. More-
over, the grass-field color-pixel ratio feature is unre-
liable for discrimination between long and medium
shots because medium shots with a high grass-field

color-pixel ratio are often misclassified as long shots.
Low-level features have also been used with mid- or
high-level features for shot classification of sports
videos. In Tavassolipour et al. (2014), the grass-
field color-pixel ratio was used in combination with
player size for shot classification of soccer videos into
long, medium, and close-up views. The performance
of event detection can be enhanced to capture the
temporal dependencies among various game events.
Likewise, in Bagheri-Khaligh et al. (2012), low- and
mid-level features were fused to classify soccer video
shots. This technique achieves reasonable accuracy
on high-resolution videos, but is unable to perform
well on low-resolution videos.

Existing techniques (Wang DH et al., 2004;
Jiang and Zhang, 2011; Kapela et al., 2017) use hy-
brid feature descriptors for effective classification of
multiple shots in sports videos. In Wang DH et al.
(2004), the grass-field color-pixel ratio was fused
with motion features to train the C4.5 decision tree
for shot classification. In Jiang and Zhang (2011),
edge and optical flow based motion features were
employed with an SVM to classify different types
of tennis video shots. These techniques (Wang DH
et al., 2004; Jiang and Zhang, 2011) are not robust
to variations in the motion, resulting in misclassi-
fication of different shot categories. Existing shot
classification approaches have employed various deep
learning (DL) models for shot classification. Minhas
et al. (2019) employed an eight-layer AlexNet convo-
lutional neural network (CNN) to classify soccer and
cricket videos into long, medium, close-up, and out-
field views. Similarly, in Fani et al. (2017), a local
and global feature fusion based deep learning model,
using the camera’s zoom and out-field information,
was used to classify soccer video shots. A CNN-
oriented model was employed in Tien et al. (2007) to
classify basketball video shots into long and close-up
views. These works (Tien et al., 2007; Fani et al.,
2017) have limited applicability in terms of sports
genre; classification for only soccer video shots was
considered in Fani et al. (2017) and for only basket-
ball in Tien et al. (2007).

Existing shot classification methods are limited
in certain ways; e.g., they are genre-specific, com-
putationally complex, and dependent on deviations
in camera, illumination conditions, game structure,
shot speed, occluded objects, broadcasters, etc. To
better resolve these aforementioned challenges, we
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propose an efficient lightweight CNN based method
for classifying field sports video shots.

After shot segmentation and classification in
sports videos, we can perform various tasks such
as replay detection and/or key event detection for
video summarization. The fact that broadcasters fre-
quently use replays to repeat significant or key events
of a game in slow motion during live game broadcasts
motivated us to detect replays for summarization of
sports videos. Existing methods (Pan et al., 2001;
Choroś and Gogol, 2016) use only replays to pro-
duce sports video summaries. Approaches based on
frame motion (Pan et al., 2001, 2002; Duan et al.,
2004; Wang L et al., 2004) and frame logo tran-
sitions (Wang JJ et al., 2005; Eldib et al., 2009;
Xu and Yi, 2011; Zhao F et al., 2012; Su et al.,
2013) have been designed for replay detection in the
past. Pan et al. (2001) employed the hidden Markov
model and Viterbi algorithm to identify movements
in video frames for replay detection. Duan et al.
(2004) proposed a mean shift oriented logo detec-
tion technique using motion features. Frame mo-
tion based methods (Pan et al., 2001; Duan et al.,
2004) are dependent on the replay speed and are
unable to accurately detect replays when the replay
speed varies. Choroś and Gogol (2016) employed a
threshold-based method using the difference in av-
erage contrast values between consecutive frames to
detect the logo frames. These methods (Pan et al.,
2001; Choroś and Gogol, 2016) experience perfor-
mance degradation under certain conditions, e.g., de-
viations in shape, color, and logo (design, size, and
position). Zhao Z et al. (2006) employed speeded
up robust features (SURF) for logo pattern detec-
tion in sports videos. Statistical features were used
to identify the logo frames for replay detection (El-
dib et al., 2009; Xu and Yi, 2011; Chen and Chen,
2015). Similarly, logo transition oriented methods
were used (Dang et al., 2007; Li et al., 2009; Nguyen
and Yoshitaka, 2012; Chen and Chen, 2014). Logo
frame detection simplifies the process of replay detec-
tion; however, the replay detection performance de-
pends on accurate logo detection, which is very chal-
lenging because of the huge diversity in logos (e.g.,
color, shape, design, size, and placement) used by
different broadcasters and sports. Furthermore, logo
transition oriented methods depend on the replay
structure and are unable to accurately detect replays
in multiple sports due to the variations in structure

and representation of the replays among different
sports.

In our prior work (Javed et al., 2016), we em-
ployed a thresholding-based approach to detect the
gradual transitions that were then used to identify
the candidate replay segments. Later, score-caption
presence/absence detection was employed for replay
detection. This method achieves remarkable results
in daylight videos, but is unable to perform well on
artificial light videos. Additionally, this method is
unable to detect replays where score-captions are not
removed from the video during replays.

Existing replay detection oriented summariza-
tion approaches have various limitations, e.g., com-
putational complexity of logo detection, dependency
on logos (size, design, and position), variations in
replay speed and frame transition, and dependency
on editing effects. To address the aforementioned
challenges, we propose an effective shot classifica-
tion method and a replay detection method to sum-
marize field sports videos. The main contributions
of the proposed research work are as follows:

1. We present an effective and lightweight shot
classification method that can reliably be used to
classify shots into long, medium, close-up, and out-
field views.

2. We propose a feature descriptor, local octa-
pattern (LoP), for effective representation of video
frames.

3. We present an effective replay detection based
video summarization method that can accurately
classify the replay and non-replay (live) frames in
sports videos.

4. The proposed framework is robust to varia-
tions in camera, illumination conditions, editing ef-
fects, frame transitions, sports genre, shot length,
shot type, broadcasters, logos (size, design, and po-
sition), etc.

2 Proposed framework

This section provides a discussion of the pro-
posed shot classification and replay detection meth-
ods for sports video summarization. The architec-
ture of the proposed framework is provided in Fig. 1.
The details of each method are provided in the sub-
sequent sections.
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Fig. 1 Architecture of the proposed framework

2.1 Shot classification

The proposed shot classification method em-
ploys the lightweight CNN deep learning framework
to categorize the shots into long, medium, close-up,
and out-field ones. We employ the lightweight CNN
deep learning model to develop a shot classification
method for two reasons. First, the lightweight CNN
model is computationally fast and well suited for
real-time video processing. Second, lightweight CNN
employs the maximum feature map (MFM) activa-
tion function, which is more robust to noise and can
accurately separate the noise and informative con-
tent. Because sports videos contain various types of
noise, the MFM-based lightweight CNN framework
is used to better address this limitation. The details
of the lightweight CNN framework used for shot clas-
sification are explained in the following.

The lightweight CNN method used for shot
classification employs a nine-layer lightweight CNN
framework comprising five convolutional layers, four
network-in-network (NIN) layers, six MFM layers,
four maximum pooling layers, and one fully con-
nected layer. In the proposed architecture, we de-
fine the input layer as preprocessing where input
frames are down-sampled to 128×128 pixels to re-
duce the computational cost. We use five convolu-
tional layers, where we employ 96 5×5 kernels in the

first convolutional layer, 192 3×3 kernels in the sec-
ond convolutional layer, 384 3×3 kernels in the third
convolutional layer, and 256 3×3 kernels each in the
remaining two convolutional layers. Additionally, we
adopt a stride of one for each convolutional layer. We
use MFM activation and a maximum pooling layer
after each convolutional layer. For each maximum
pooling layer, we use a 2×2 kernel with a stride of
two as well. The facts that NIN can perform fea-
ture selection between the convolutional layers and
that the number of parameters can be reduced using
small convolution kernels motivate us to integrate
NIN along with a small-size convolution kernel and
MFM. Specifically, we use a 1×1 convolution ker-
nel before every convolutional layer except the first
one. Finally, we use the fully connected layer fol-
lowed by MFM activation to classify the shots into
long, medium, close-up, and out-field ones.

Because sports videos contain noisy frames, we
need a more robust method that can accurately clas-
sify the shots in the presence of noise in the video
frames. To ensure that the CNN does not learn a
biased result, errors produced by these noisy pat-
terns must be handled using a robust activation func-
tion in CNN. The rectified linear unit (ReLU) acti-
vation function is employed in CNNs to segregate
the noisy content from the informative content via a
threshold that decides the outcome of a neuron, i.e.,
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active or non-active. It has been observed that this
threshold often results in loss of some informative
content, particularly for initial convolutional layers
(Wu et al., 2018). To address this issue, we employ
the MFM activation function, which uses a competi-
tive relationship to suppress only a few neurons, thus
making the CNN light and robust. The benefits of
MFM activation are threefold: (1) effective segre-
gation of informative and noisy signals, (2) feature
selection, and (3) developing an efficient model. The
details of our lightweight CNN model are shown in
Table 1.

Table 1 Proposed lightweight CNN model

Layer Filter size Stride/Pad Output size

Conv-1 5×5 1/2 128×128×96
MFM – – 128×128×48

Max-Pool-1 2×2 2 64×64×48

Conv-2a 1×1 1 64×64×96
MFM-2a – – 64×64×48
Conv-2 3×3 1/1 64×64×192
MFM-2 – – 64×64×96

Max-Pool-2 2×2 2 32×32×48

Conv-3a 1×1 1 32×32×192
MFM-3a – – 32×32×96
Conv-3 3×3 1/1 32×32×384
MFM-3 – – 32×32×192

Max-Pool-3 2×2 2 16×16×192

Conv-4a 1×1 1 16×16×384
MFM-4a – – 16×16×192
Conv-4 3×3 1/1 16×16×256
MFM-4 – – 16×16×128

Conv-5a 1×1 1 16×16×256
MFM-5a – – 16×16×128
Conv-5 3×3 1/1 16×16×256
MFM-5 – – 16×16×128

Max-Pool-4 2×2 2 8×8×128

FC-1 – – 512
MFM-FC-1 – – 256

2.2 Replay detection

Broadcasters use slow-motion replay segments
in live broadcasts after any key event in a game. Re-
play frames are sandwiched between logo frames. We
exploit this fact to detect the logo transition frames
in the first step. Next, the frames between two con-
secutive batches of logo frames are selected as the
replay frames. Note that our video dataset com-
prises replays where broadcasters have used differ-
ent chromatic, spatial, and chromatic–spatial effects

during replays. Moreover, different tournaments in
each sports category have employed distinct logos in
replays that are diverse in terms of color, shape, size,
spatial arrangements, placement in the frame, etc.
This demands the development of a robust feature
descriptor that can extract the relevant information
from such diverse logo frames. For this purpose,
we propose the local octa-patterns (LoP) descriptor
by extending the local tetra-pattern (LTrP) descrip-
tor (Murala et al., 2012). Our LoP features can
capture the traits of various logo frames containing
chromatic and spatial variations, because they en-
code the texture information of more neighboring
pixels as they consider more directions while com-
puting the derivatives as compared to existing local
patterns (e.g., LTrP). We represent the frames us-
ing an LoP descriptor and train the extreme learn-
ing machine (ELM) for classification. The details of
LoP feature computation and ELM classification are
presented in the following subsections.

2.2.1 Feature extraction

Because sports videos contain varying illumi-
nation conditions and various textures, especially
in the replay frames where broadcasters use differ-
ent chromatic–spatial effects and diverse logos (size,
placement, shape, colors, etc.), we propose the LoP
features to effectively represent the given input frame
for better classification.

For LoP feature representation of the given im-
age I, the first-order derivatives along 0◦, 45◦, 90◦,
and 135◦ are represented as Iθ1 (pn), where θ = 0◦,
45◦, 90◦, 135◦. Let pc, pv, and ph represent the cen-
ter, vertical, and horizontal pixels, respectively, in I.
We can represent the first-order derivatives at pc as
Eqs. (1)–(5) where Eq. (5) is presented on the top of
the next page.

I0
◦

1 (pc) = I(ph)− I(pc), (1)

I90
◦

1 (pc) = I(pv)− I(pc), (2)

I45
◦

1 (pc) = I(pd1)− I(pc), (3)

I135
◦

1 (pc) = I(pd2)− I(pc), (4)

where d1 and d2 refer to the directions of 45◦ and
135◦, respectively.

After computing the direction of the referenced
pixel, the nth-order LoP can be represented as
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(5)

follows:

LoPn(pc) =
(
f1

(
Id1 (pc), I

d
1 (p1)

)
, f1

(
Id1 (pc), I

d
1 (p2)

)
,

..., f1
(
Id1 (pc), I

d
1 (p8)

) )
,

(6)
where (m = 1, 2, . . . , 8)

f1(I
d
1 (pc), I

d
1 (pm)) =

{
0, if Id1 (pc) = Id1 (pm),

Id1 (pm), otherwise.

(7)
From Eq. (6), we obtain the LoP code that is further
used to obtain seven 8-bit binary patterns based on
the direction of pc:

LoPn
p{D|∀D,�¬Id

1 (pc)} = f2

(
LoPn

p{D|∀D,�¬Id
1 (pc)}

)
,

(8)
where

f2

(
LoPn

p (pc){ �D∈D}
)
=

{
1, if LoPn

p (pc) =
�D,

0, otherwise,

(9)
where D represents the set of all quadrants except
the quadrant of the reference pixel and �D denotes
one of the quadrants of D. Finally, we generate the
LoP code as

LoPn
p{D|∀D,�¬Id

1 (pc)} =

P∑

p=1

2p−1

·f2
(
LoPn

p{D|∀D,�¬Id
1 (pc)}

)
.

(10)

Similarly, we obtain the 8-bit binary pattern for
each of the remaining seven directions with respect to
the central pixel. The magnitude pattern is merged
with all of the binary patterns computed for different
directions:

MP =

N∑

n=1

2n−1 · f3
(
MI(pm) −MI(pc)

)
, (11)

where

MI(pm) =

(
∑(

(I0
◦

n−1(pm))2 + (I45
◦

n−1(pm))2

+(I90
◦

n−1(pm))2 + (I135
◦

n−1 (pm))2
))1/2

.

(12)

Fig. 2 shows the local octa-patterns for a cen-
tral pixel (highlighted in green) around the neigh-
boring pixels (highlighted in red). D(c) represents
the central direction, whereas D(1) to D(8) represent
the directions of the eight neighboring pixels. Sim-
ilarly, M (c) represents the central pixel magnitude,
whereas M (1) to M (8) represent the magnitudes of
neighboring pixels. If the directions of the central
and neighboring pixel are the same, then the LoP
bit is set to 0; otherwise, the LoP bit is set to the
direction of the neighboring pixel. In the example
provided in Fig. 2, we obtain the LoP of 41383183.
Later, we divide this pattern into seven binary pat-
terns where the first pattern is obtained by replacing
2 with 1 and setting the remaining values to 0 in the
LoP. The second pattern is obtained by replacing 3
with 1 and setting the rest of the values with 0. Sim-
ilar operations are done for the remaining patterns.
We determine the magnitude pattern by comparing
the magnitude values of neighboring pixels with that
of the central pixel. If the magnitude of a neighbor-
ing pixel is greater than that of the central pixel, then
the corresponding bit of the magnitude pattern is set
to 1; otherwise, it is set to 0. In our example shown
in Fig. 2, we obtain the pattern 11100001 because the
values of M(1), M(2), M(3), and M(8) are greater
than M(c). These eight patterns are then used to
depict the texture of an image. Although we expect
the higher-order octa-patterns to retrieve more infor-
mation, our experimental analysis reveals the supe-
riority of the second-order octa-patterns over others.
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Fig. 2 Local octa-pattern computation (References to color refer to the online version of this figure)

2.2.2 Classification

In the proposed work, we employ the LoP
feature descriptor to represent the replay and
non-replay frames and train the ELM for classifi-
cation. We adopt the ELM for classification because
it has the smallest training error and norm of out-
put weights. The ELM was initially developed for
the single hidden layer feed-forward neural network,
where the hidden layer is not required as it is in a neu-
ron. For binary classification, the output function of
the ELM for a single output unit is represented as

fz(x) =
∑Z

z=1
βzhz(x) = h(x)β, (13)

where β = [β1, β2, ..., βZ ]
T represents the vec-

tor of the output weights between the hidden
layer of Z nodes and the output node; h(x) =

[h1(x), h2(x), ..., hZ (x)] represents the output vector
of the hidden layer with respect to the input x. For
binary classification, we compute the decision func-
tion of ELM as

fz(x) = sin(h(x)β). (14)

Finally, these replay frames are used to present
a summary of key events that occurred in the game.

3 Experimental results and discussion

In this section, we provide the experimental re-
sults to evaluate the performance of our framework.
The details of the dataset are also provided. We
employ the precision, recall, F1-score, accuracy, and
error rate metrics for performance evaluation, as also
adopted by the comparative methods.

3.1 Dataset

To evaluate the performance of the proposed
framework, we used YouTube sports videos of three
kinds of sports genre (soccer, baseball, and cricket);
YouTube videos were also adopted by the compar-
ative approaches (Choroś and Gogol, 2016; Javed
et al., 2016, 2019, 2020; Fani et al., 2017; Kapela
et al., 2017; Minhas et al., 2019) for performance
evaluation. Our dataset (https://datadryad.org/
stash/share/rG2gQHc23ElD9xpxyMXL7gdY7ys_
USqPM9XFm3P6uC8) includes 50 videos of 100-
hour duration. We selected a diverse collection of
field sports videos in terms of field illumination
conditions, shot and replay types, replay speed,
length, genre, editing effects, events, broadcasters,
etc. Moreover, replay frames in our sports videos
contain distinct logos that have various colors, sizes,
shapes, placements, and chromatic–spatial effects.
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We used the videos of six renowned broadcasters
from Entertainment and Sports Programming Net-
work (ESPN), Star Sports, Ten Sports, Sky Sports,
Fox Sports, and Euro Sports. We also selected the
videos from different tournaments for each sports
genre. For soccer videos, we selected the games
of 2014 and 2018 World Cup tournaments. For
baseball videos, we selected Major League Baseball
games of 2015 and the Peach Belt Conference (PBC)
baseball tournament of 2019. For cricket videos,
we selected games from six different tournaments.
We selected videos from each of these three cricket
formats: One Day International (ODI), Test Match,
and Twenty-20. From the ODI format, we selected
the 2006 bilateral series between South Africa and
Australia, and the 2007 bilateral ODI tournament
between South Africa and New Zealand. From the
Test Match format, we selected the 2018 bilateral
tournament between Pakistan and Australia. Fi-
nally, from the Twenty-20 format, we selected the
videos from the 2010, 2014, and 2016 World Cup
tournaments. We used 70% of the frames in our
dataset for training and the rest for testing. Fig. 3
shows a few live and replay images in each sports
category (i.e., cricket, soccer, and baseball) of our
dataset.

3.2 Performance evaluation of the shot classi-
fication method

We designed an experiment to evaluate the per-
formance of our lightweight CNN deep learning based
shot classification method. We trained our model us-
ing cricket, baseball, and soccer sports video frames
to classify the shots into long, medium, close-up, and
out-field views. The results of our shot classification
method for each kind of sports videos are presented

in Fig. 4. For soccer videos, we obtained 94.3% pre-
cision, 96.7% recall, 95.5% F1-score, 97% accuracy,
and 3% error rate. For baseball videos, we obtained
95.3% precision, 96.5% recall, 95.9% F1-score, 97.2%
accuracy, and 2.8% error rate. For cricket videos, we
obtained 95.9% precision, 96.7% recall, 96.3% F1-
score, 97.4% accuracy, and 2.6% error rate. The
proposed shot classification method has the best de-
tection performance on cricket videos and marginally
lower detection performance on baseball and soccer
videos. Our method has remarkable detection per-
formance on different field sports videos. On aver-
age, the proposed shot classification method achieves
95.2% precision, 96.6% recall, 95.9% F1-score, 97.2%
accuracy, and 2.8% error rate. From these results,
we argue that our shot classification method can be
effectively used to classify sports video shots.

We also designed an experiment to illustrate
the effectiveness of the MFM activation function in
our lightweight CNN model for better shot classi-
fication of noisy videos. For this purpose, we se-
lected three videos in each sports category that con-
tained a moderate level of noise in the frames. In
the first stage of this experiment, we fed these videos
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Fig. 4 Performance of shot classification (References
to color refer to the online version of this figure)

Fig. 3 Live and replay frames in sports videos of our dataset
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to the lightweight CNN model using MFM activa-
tion, and performed classification of shots into long,
medium, close-up, and out-field views. On average,
we achieved 93.3% precision, 94.1% recall, 93.7%
F1-score, 95.3% accuracy, and 4.7% error rate. In
the second stage, we replaced the MFM activation
function with ReLU while keeping the same CNN
architecture. On average, we obtained 89.44% pre-
cision, 90.12% recall, 89.78% F1-score, 90.91% accu-
racy, and 9.09% error rate. These results revealed
that the MFM activation function is more robust
to noisy conditions than other activation functions
(e.g., ReLU). From the results of this experiment,
we can conclude that the MFM activation function
in the CNN model is more effective for real-world
sports videos containing different degradations such
as noise.

3.3 Performance evaluation of the replay de-
tection method

We designed this experiment to evaluate the
performance of the proposed replay detection
method. For this purpose, we represented the re-
play and non-replay frames of input sports videos
through LoP, and trained the ELM to classify the
frames into replay and non-replay ones. Again, we
selected soccer, baseball, and cricket videos for ex-
perimentation. The results of our replay detection
method on each kind of sports videos are presented
in Fig. 5. For soccer videos, we obtained 96.9% pre-
cision, 97% recall, 96.95% F1-score, 96.7% accuracy,
and 3.3% error rate. For baseball videos, we obtained
95.3% precision, 98.1% recall, 96.7% F1-score, 96.2%
accuracy, and 3.8% error rate. For cricket videos, we
obtained 96.7% precision, 95.7% recall, 96.2% F1-
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Fig. 5 Performance of replay detection (References
to color refer to the online version of this figure)

score, 97.6% accuracy, and 2.4% error rate. On av-
erage, our replay detection method achieves 96.3%
precision, 96.9% recall, 96.6% F1-score, 96.8% ac-
curacy, and 3.2% error rate. These results verify
that our LoP features effectively capture the pat-
terns of diverse logo frames that include different
chromatic and spatial variations. Thus, we conclude
from this experiment that the proposed LoP features
effectively represent the input video frames and make
them more suitable for ELM to better classify replay
and non-replay frames. Therefore, our replay detec-
tion technique can be reliably used to detect replays
in sports videos of different genres.

3.4 Performance comparison with existing
methods

In this experiment, we compared the perfor-
mance of our framework with that of existing state-
of-the-art summarization methods for sports videos.
First, we compared the performance of our shot clas-
sification method with other comparative shot clas-
sification methods (Fani et al., 2017; Kapela et al.,
2017; Minhas et al., 2019; Javed et al., 2020), and
the results are reported in Table 2. For shot clas-
sification, the method proposed by Kapela et al.
(2017) has the worst performance based on the low-
est precision (82.5%) and recall (84.2%), whereas our
prior work (Javed et al., 2020) performs the second
best and achieved 94.6% precision and 96.2% recall.
The proposed shot classification method performs
marginally better than our prior work (Javed et al.,
2020) and significantly better than other compara-
tive methods (Fani et al., 2017; Kapela et al., 2017;
Minhas et al., 2019). Our prior work on shot clas-
sification (Javed et al., 2020) has low accuracy for
close-up shots in cricket videos due to misdetection
of the batsmen’s faces, which are obscured by hel-
mets. The proposed lightweight shot classification
method successfully addressed this limitation, where
deep features better capture the information avail-
able in the frames against each view including the
close-up view. From this comparative analysis, we
can clearly see that our shot classification method
provides superior detection performance and can be
reliably used to classify sports video shots.

Second, Table 3 provides a comparison of our re-
play detection method with existing replay detection
methods (Choroś and Gogol, 2016; Javed et al., 2016,
2019). For replay detection, the method proposed in
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Table 2 Comparative analysis of shot classification
methods

Shot classification Sports Precision Recall
method genre (%) (%)

Kapela et al. (2017) Field sports 82.5 84.2
Javed et al. (2020) Field sports 94.6 96.2

Minhas et al. (2019) Field sports 90.6 91.3
Fani et al. (2017) Soccer 90.6 91.3
Proposed method Field sports 95.2 96.6

Table 3 Comparative analysis of replay detection
methods

Replay detection Sports Precision Recall
method genre (%) (%)

Javed et al. (2019) Field sports 95.09 95.94
Javed et al. (2016) Field sports 92.97 94.70

Choroś and Gogol (2016) Field sports 86.19 64.35
Proposed method Field sports 96.30 96.90

Choroś and Gogol (2016) achieves the lowest pre-
cision (86.19%) and recall (64.35%). Our previous
method (Javed et al., 2019) performs the second
best and achieved 95.09% precision and 95.94% re-
call. The proposed replay detection method per-
forms the best by obtaining the highest precision
(96.3%) and recall (96.9%) among all the compara-
tive replay detection methods. Note that the pro-
posed replay detection method is independent of the
absence/presence of score captions, unlike our previ-
ous replay detection framework (Javed et al., 2016).
The dependency of our prior work (Javed et al., 2016)
on score captions is unable to achieve good results
on videos where score captions are not omitted by
broadcasters during replay segments. However, the
proposed replay detection method is robust to the
presence/absence of score captions and other editing
effects, and can successfully detect replay segments
from sports videos. From this comparative analy-
sis, we can clearly observe that our replay detection
method provides superior detection performance un-
der diverse conditions and editing effects, and can be
reliably used to detect replays in sports videos.

4 Conclusions

In this paper we have presented an effective sum-
marization framework based on shot classification
and replay detection for field sports videos. Our
lightweight CNN based shot classification method
successfully addresses the limitation of our prior
work, which was unable to accurately detect close-

up shots in cricket videos where batsmen wear hel-
mets. Additionally, we have detected the batch of
successive logo frame sets to detect replays. We pro-
posed the local octa-pattern features to represent
the frames and employed the ELM for classification.
Our replay detection method successfully addresses
the limitation of our prior replay detection method,
which depends on score captions for replay detection.
The proposed framework is robust to variations in
camera, replay speed, shot speed, illumination con-
ditions, game structure, sports genre, broadcasters,
logo design and placement, frame transitions, edit-
ing effects, score captions, etc. The performance of
our framework has been evaluated using a YouTube
sports video dataset that includes videos with vary-
ing illumination conditions, shot and replay types,
replay speed, length, genre, editing effects, events,
broadcasters, logo design, size and placement, etc.
The effectiveness of our framework has been illus-
trated in terms of average precision and recall of
95.2% and 96.6% for shot classification, and 96.3%
and 96.9% for replay detection, respectively. The
possibility exists for incorrect replay detection due to
unsuccessful detection of successive logo frame sets.
In the future, we plan to further enhance the perfor-
mance of our replay detection method.
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