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1  Introduction—starting at noetic science 
 

One question that has long puzzled the artificial 
intelligence (AI) community is: Can AI be creative? 
Or, can the reasoning process be creative? Starting at 
noetic science, this paper discusses the issues of vis-
ual knowledge representation and its potential appli-
cations to machine creativity. In this paper, we enu-
merate related research on imagery-thinking-based 
reasoning, then focus on a special type of visual 
knowledge representation, i.e., visual scene graph, 
and finally review the problem of visual scene graph 
construction and its potential applications in detail. 
All the evidence suggests that visual knowledge and 
visual thinking not only can improve the performance 
of current AI tasks but can be used in the practice of 
machine creativity. 

AI has ushered in a new era of development. 
Existing algorithms have achieved fairly good results 
in clustering, classification, logical reasoning, and 
proving. However, looking back at the early defini-
tion of AI (McCarthy et al., 2006) which aims at 
machines recognizing, thinking, and learning like 
humans, there is still a huge gap in current algorithms, 
especially in terms of human-like creativity. 

As early as the 1980s, an AI boom was ongoing, 
while its guiding concepts were still under discussion. 

One of China’s most prominent scientists Xuesen 
QIAN proposed that China should establish the field 
of noetic science to study the laws and forms of  
human-like thinking activity. Noetic science is the 
subject of studying the relationship between con-
sciousness and the brain, mind and matter, subjective 
and objective. QIAN advocated that the development 
of noetic science should be combined with AI and 
computers and that it should be addressed by the 
construction of abstract thinking and imagery (intui-
tive) thinking, social thinking, and peculiar thinking 
(inspirational thinking). QIAN’s proposition coin-
cides with early research in brain science in the 1960s 
(Gazzaniga, 1967); that is, the left brain is responsible 
for logical thinking, such as language, logical analysis, 
reasoning, abstraction, computational language 
memory, and writing, while the right brain is respon-
sible for imagery thinking including intuition, emo-
tion, graphic perception, imagery memory, art, music, 
vision, physical coordination, and inspiration. His 
ideas and suggestions broke through the mainstream 
framework of AI at that time, inspiring the realization 
of machine creativity. Even today, these ideas and 
suggestions still bear significant importance and the-
oretical value guiding future work. 

In recent years, as AI has developed, mainstream 
research communities including top journals (such as 
Science and Nature) and top AI conferences (such as 
AAAI and IJCAI) have also begun to focus on intel-
ligence that is capable of creativity. The core question 
is the simulation of creative thinking; that is, can AI 
be creative? Can the reasoning process be creative? 
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Take the creative behavior of advertising design 
as an example. It involves a large amount of visual 
information such as object shape, spatial relationship, 
color, and texture. Human designers need to reason 
under the guidance of imagery thinking with incom-
plete information. This kind of reasoning is a jumping, 
discontinuous thinking process, in which we humans 
will use “mental imagery” (Denis, 1991), the ability 
to arrange, combine, reconstruct, and manipulate 
related visual information in the brain, to explore, 
imagine, and reason about feasible design solutions. 
This process is also known as “visual thinking” 
(Arnheim, 1997). For machines to achieve the ability 
to reason and create, it would be crucial to properly 
preserve visual knowledge, as it serves as the basis for 
the algorithm to understand the visual world. The way 
of representing common sense and the relationships 
between objects in the real world is the first step for 
the machine to create. Current AI algorithms have 
made some progress in creative thinking, but mental 
imagery reasoning and visual thinking remain to be 
explored. 
 
 
2  Related work on imagery-thinking-based 
reasoning 
 

Related work supporting imagery-thinking-based 
reasoning can be traced back to case-based reasoning 
(CBR) in the 1980s (Kolodner, 2014). CBR is a typ-
ical paradigm of AI and cognitive science that is 
based on analogy. The basic idea of CBR is to simu-
late the process of reasoning based on the database (of 
cases). Its basic steps include: 

1. Retrieval: Given the target problem, retrieve 
related cases from the database. 

2. Reuse: The problem-solving scheme for the 
previous case is mapped to the target problem. 

3. Revision: Test the new solution in the real 
world (or simulation) and modify it if necessary. 

4. Retain: After the solution is successfully ap-
plied to the target problem, store this new experience 
as a new case in the database. 

CBR is often used in reasoning systems such as 
mechanical repairs, doctors’ diagnosis and treatment, 
and judges’ decision-making. We again take adver-
tising design as an example. Suppose there are ad-
vertising examples C1, C2, ..., Cm. We use g(Ci, Pi) to 

indicate that the characteristic Pi is obtained from 
example Ci. The visual characteristics of the adver-
tisement may include advertisement rendering, ad-
vertisement slogan, coloring style, and layout. 
Therefore, the final result of Cnew, which is the current 
new design, can be described as 

 

new 1 1 2 2( , ) ( , ) ... ( , ),m mC g C P g C P g C P        (1) 

 

where   represents a generalized operation of com-

bination, and Ci’s contribution to Cnew is in proportion 
to g(Ci, Pi)/Cnew. It is easy to see that the larger the m, 
the less similar Ci and Cnew. 

In CBR, advertising design can be abstracted as 
a reasoning system composed of “vision” (visual 
features) and “symbols” (location, combination). 
Imagery thinking and logical thinking are also con-
sidered to a certain extent. Although this idea origi-
nated in the 1980s, we can still see the influence of 
CBR on some recent papers, e.g., the best paper of 
ACM Trans Multim Comput Commun Appl published 
in 2017 (Yang XY et al., 2016). 

In recent years, generative adversarial networks 
(GANs) (Radford et al., 2015) have made great pro-
gress in the field of image generation. GAN uses the 
zero-sum game between the discriminator and the 
generator to make the generation distribution fit the 
ground-truth data distribution. The generator obtained 
by a GAN can produce images that look close enough 
to the real images. Among the GAN models, creative 
adversarial networks (CANs) (Elgammal et al., 2017) 
produce creative paintings that pass the Turing test by 
adding the technique of style judgment (Fig. 1). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  Paintings generated by a creative adversarial 
network (CAN) (Elgammal et al., 2017) 
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Although GAN and their variants have brought 
significant progress to machine creativity, there are 
still many problems with such methods. For example, 
GAN is prone to the problem of mode collapse and 
mode drop (Bau et al., 2019). The reason for such 
shortcomings is that GAN is essentially distribution 
fitting. The lack of logical thinking and imagery 
thinking makes it impossible to carry out human-like 
innovation. 
 
 

3  Visual knowledge representation and scene 
graph 
 

The problems in the generation process of GAN 
made us realize that real human-like machine crea-
tivity requires the effective coordination of logical 
thinking and imagery thinking. How to coordinate 
two completely different ideologies under one unified 
framework is an urgent task for machine creativity. In 
2019, Prof. Yunhe PAN proposed the theory of visual 
knowledge representation (Pan, 2019, 2020a) and 
multiple knowledge representation (Pan, 2020b). In 
these works, he systematically explained “visual 
knowledge,” a new way of knowledge representation 
that can effectively integrate logical thinking and 
imagery thinking. It is believed that visual knowledge 
has the following characteristics: 

1. It can express the spatial shape, size, and re-
lationship of objects, as well as color and texture. 

2. It can express the relationship of objects’ 
movement, speed, and time. 

3. It can perform the spatio-temporal transfor-
mation, manipulation, and reasoning of objects, in-
cluding shape transformation, action transformation, 
speed transformation, scene transformation, various 
time-space analogies, association, and prediction 
based on spatio-temporal reasoning. 

It can be seen that the essence of visual 
knowledge is based on the reconstruction of computer 
graphics. It not only provides the possibility of logical 
reasoning in the traditional knowledge representation, 
but also bears the characteristics of image perception 
and image memory in imagery thinking, and therefore 
is a new form of knowledge representation supporting 
mental imagery reasoning and visual thinking. 

The construction of visual knowledge is a sys-
tematic project, which requires interdisciplinary 
knowledge of machine learning, computer graphics, 

etc. At present, study on the scene graph (Krishna  
et al., 2017) is the closest to logical thinking in visual 
knowledge and further links it with visual objects. 
The scene graph is a directed graph representing the 
semantic information of the scene. It explicitly ex-
presses the visual objects in the image and the visual 
relationship between them. 

The scene graph can provide clear reasoning 
logic for existing deep learning algorithms: First, it 
converts the visual media (images, videos) into 
structured data to facilitate the measurement of the 
model’s understanding; second, structured scene 
graphs also promote the understanding and generation 
of complex scenes (Zhang HW et al., 2017). Through 
understanding a large number of scene structures, the 
existing AI algorithms can achieve the deconstruction 
of reality, decomposing the scene into more fine- 
grained components that enable abstract thinking and 
provide operable and reasoning objects for subse-
quent creative design. At present, the scene graph has 
supported a series of applications such as visual de-
scription generation (Yang X et al., 2019), visual 
question answering (Norcliffe-Brown et al., 2018), 
graph question answering (Hudson and Manning, 
2019), visual reasoning (Haurilet et al., 2019), visual 
matching (Liu et al., 2019), and image generation 
(Johnson et al., 2018). 

For the construction and deployment of the 
scene graph, two-stage methods are mainly adopted 
(Yang JW et al., 2018); that is, the objects are detected 
first and then the visual relationship is built based on 
the detected objects. As shown in Fig. 2, the process 
can be divided into several steps: first, detect the 
object position; second, reduce the number of plau-
sible visual relationships; finally, classify the objects 
and the relations. For an image scene graph, the con-
struction difficulty comes mainly from two aspects:  
(1) There are multiple varying visual relationships 
between the same subject and object; as shown in  
Fig. 3, (watch, walk with) are both applicable for the 
relationship between person and dog; (2) For the same 
visual relationship, the appearance characteristics of 
the subject and the object are also very different.  
As shown in Fig. 3, for the same predicate “wear,”  
the contents of different images are completely  
different. 

Apart from the field of visual reasoning, the de-
ployment of the visual scene graph has also boosted  
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the quality of image generation because of its deeper 
understanding of the objects to be created and the 
relationships among them (Gu et al., 2019; Mittal et 
al., 2019; Tripathi et al., 2019; Herzig et al., 2020). 
For example, Johnson et al. (2018) adopted a pipeline 
which first extracts the features of the scene graph by 
graph convolutional neural networks, and then pre-
dicts the scene layout based on the crucial properties 
of the visual concepts. This is an explicit measure of 
projecting the abstract visual knowledge to the image. 
The results demonstrate that scene graph based 
methods indeed conform better to relationships of the 
objects. This is key to respecting the creative ideas 
generated by the machine. 

For video scene graphs, compared with image 
scene graphs, there are three additional features: 

1. The visual relationship changes over time. 
2. The temporal information in the video is able 

to distinguish visual relationships that are difficult to 
distinguish in the image, such as the difference be-
tween a walk and a run. 

3. Some of the visual information is present only 
in the videos. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
To address the above difficulties, we adopt 

counter-factual (Chen et al., 2019) technology (i.e., 
CMAT) to extract the individual contribution of each 
local factor in the scene graph generation process, 
namely, to find important nodes and edges, and try to 
avoid these important nodes from being misclassified. 
This allows the overall consistency and local sensi-
tivity of the scene graph to be maintained at the same 
time. This improves the interpretation and application 
effect. In the process of video scene graph construc-
tion, we propose an iterative graph learning method 
that gradually learns the graph structure for a video 
(Shen et al., 2020). These methods have improved the 
ability and reliability of scene graphs to model visual 
scenes to a certain extent, and provide a foundation 
for future research on mental imagery reasoning and 
visual thinking. 

 
 

4  Conclusions and future work 
 
The scene graph is a scheme for visual 

knowledge representation. It provides channels for 
“machine learning + logical reasoning” and further 

Fig. 3  Visual relationships in a scene graph: (a) person-walks with-dog; (b) person-watches-dog; (c) dog-wears-hat; 
(d) child-wears-hat 

(a) (b) (c) (d) 

Fig. 2  The two-stage method of constructing a scene graph: (a) detecting visual objects as graph nodes; (b) constructing a 
densely connected graph; (c) pruning the densely connected graph to a sparse graph; (d) determining the relationships 
between graph nodes 

(a) (b) (c) (d) 
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provides a basis for the implementation of the idea of 
visual knowledge. One interesting direction that al-
ready emerged is to incorporate the logical graph rep-
resentations (such as semantic network, knowledge 
graph, and parsing tree) from other modalities (such 
as language and audio) into scene graph construction, 
or to use these graph representations together with the 
scene graph to improve the performance of down-
stream computer vision or multimedia tasks such as 
grounded image captioning (Zhang W et al., 2021), 
video captioning (Zhang W et al., 2020), and phrase 
grounding (Mu et al., 2021). At present, visual scene 
graph is gradually attracting attention in the fields of 
computer vision, language understanding, and mul-
timedia. Researchers are working on the problems of 
more fine-grained scene graph construction (Bau et 
al., 2019; Li YL et al., 2019), more visual interaction 
between objects (Zareian et al., 2020), better use of 
external knowledge (Yu et al., 2017; Gu et al., 2019), 
and how to construct multimedia scene graphs in-
cluding multi-modal data such as audio and video (Li 
ML et al., 2020). This showcases the importance of 
visual knowledge and visual thinking. It is believed 
that, in the near future, these studies will further guide 
the deepening of machine creativity. 
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