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Abstract:    Driving facial animation based on tens of tracked markers is a challenging task due to the complex topology and to the 
non-rigid nature of human faces. We propose a solution named manifold Bayesian regression. First a novel distance metric, the 
geodesic manifold distance, is introduced to replace the Euclidean distance. The problem of facial animation can be formulated as 
a sparse warping kernels regression problem, in which the geodesic manifold distance is used for modelling the topology and 
discontinuities of the face models. The geodesic manifold distance can be adopted in traditional regression methods, e.g. radial 
basis functions without much tuning. We put facial animation into the framework of Bayesian regression. Bayesian approaches 
provide an elegant way of dealing with noise and uncertainty. After the covariance matrix is properly modulated, Hybrid Monte 
Carlo is used to approximate the integration of probabilities and get deformation results. The experimental results showed that our 
algorithm can robustly produce facial animation with large motions and complex face models. 
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INTRODUCTION 
 

Realistic facial animation is highly important in 
the computer graphics field as it is an essential facility 
for human-computer interface and virtual reality and 
is also a difficult task because there are so many 
non-rigid motions besides rigid motion of heads as 
expression changes. Instead of modelling all the 
complicated facial motions, data-driven facial ani-
mation just exploits facial motion data captured in 
real scenes. Most motion capture systems rely upon 
the placement of markers on the surface of the face, 
and the use of vision algorithms to track the move-
ment of those points over time. The tracked feature 
points are then used to “interpolate” the whole facial 
mesh. Traditional scattered data interpolation tech-

niques such as Radial Basis Functions (RBF) or 
B-splines are effective for mesh deformation and 
reconstruction problems with a small part of data loss 
(Lee et al., 1997; Noh et al., 2000). However, when 
deforming a face mesh using these methods, signifi-
cant artifacts may occur because these methods take 
advantage of only the 3D positions of the mesh ver-
tices but throwing away the information on edges. For 
example, when the markers on the outer contour of 
lips move outwards to indicate opening mouth, the 
lips of the deformable model may be stretched as if 
they were becoming thicker instead of mouth being 
opened. On the other hand, the noises in the data, 
which are inevitable in motion capture and 3D scans, 
are also not properly considered in such techniques.  

This paper proposes a solution to data-driven 
facial animation named manifold Bayesian regression. 
Our goal is to couple temporally dense facial motion 
data and a spatially dense static model to provide high 
resolution in both temporal and spatial domain. Facial 
motion capture data indicates the movement of 

 
 
* Project supported by the National Natural Science Foundation of 
China (No. 60272031), the National Basic Research Program (973)  
of China (No. 2002CB312101) and the Technology Plan Program  
of Zhejiang Province (No. 2003C21010), China 

 

Journal of Zhejiang University SCIENCE A 
ISSN 1009-3095 (Print); ISSN 1862-1775 (Online) 
www.zju.edu.cn/jzus; www.springerlink.com 
E-mail: jzus@zju.edu.cn 



Wang et al. / J Zhejiang Univ SCIENCE A   2006 7(4):556-563 557

marker points on the face mesh. Bayesian regression 
is like an interpolation method which is trying to find 
the movement of other points and additionally to 
smooth out noise. The “interpolated” movement is 
affected by both the movement of markers and the 
distance between the point itself and the markers. 
Euclidean distance is mostly used to measure the 
nearness between two certain vertices. However, it 
provides little knowledge about the connectivity of 
mesh vertices, which is essential in the deformation of 
meshes. In this paper, the geodesic manifold distance 
(Tenenbaum et al., 2000) is used to replace the 
Euclidean distance as a novel distance metric in facial 
deformation algorithms. A static face model can be 
regarded as a manifold, which is a topological space 
that is locally Euclidean. The geodesic distance, or the 
shortest path, is a widely accepted concept in mani-
fold learning to provide spatial understanding of 
nonlinear topology. We put facial animation into the 
framework of Bayesian regression. Bayesian ap-
proaches provide an elegant way of dealing with noise 
and uncertainty.  

After briefly reviewing related work in Section 2, 
we introduce the details of our algorithm in Sections 3 
and 4. Convincing experimental results are shown in 
Section 5. Conclusions are given in Section 6. 
 
 
RELATED WORK 
 

After the pioneering work of Williams (1990) 
who creatively tracked facial motion from video 
streams for animating faces, the idea of video based 
animation became a stream of animation techniques 
(Pan et al., 2000; Zhuang et al., 1999; Liu et al., 1999) 
and various excellent researches were carried out to 
apply facial motion data to realistic facial animation. 

Example based approaches (Na and Jung, 2004; 
Pyun et al., 2003; Joshi and Tien, 2003; Blanz et al., 
2003) use motion vectors to estimate the deformation 
parameters or blending shape coefficients. Predefined 
morph targets are then blended with respect to the 
estimated parameters or coefficients. These ap-
proaches are attractive for their stable and accurate 
results. Nevertheless, the processes of handcrafting of 
morph targets themselves are expensive and 
time-consuming. 

Noh and Neumann (2001) proposed a retargeting 

method to map the displacements of vertices on 
source model to target meshes. The motion dis-
placements are scaled and rotated with respect to the 
local detail geometry of source and target meshes for 
pre-processing. This method works well with the 
mapping between dense source models and similar 
target meshes. However, animation by mapping 
sparse facial motion data to static face models re-
mains unsettled. 

Guenter et al.(1998) captured both 3D geometry 
and texture information for facial animations. 
Photorealistic facial expressions can be reconstructed 
by deforming the underlying face model with respect 
to the captured data. The generated head highly re-
sembles the performer. Therefore it is not suitable for 
animating a given static face model.  

Sánchez Lorenzo et al.(2003) used facial motion 
capture data as control points to deform a face mesh. 
Reformulation of free-form deformation is applied in 
which the precise control points are difficult to decide 
for complex face meshes. They also need manual 
region segmentation to indicate mesh discontinuities 
which may be difficult and tedious for a new face 
model. 
 
 
DATA-DRIVEN FACIAL ANIMATION 
 
Motion data pre-processing 

Three dimensional facial motion data may be 
generated by motion capture devices or reconstructed 
from two dimensional motion data tracked in video 
streams. The face models can be obtained via 3D 
scanner or exported from modelling software. Highly 
realistic faces can be modelled from video or images 
(Blanz et al., 2003). The face models and facial mo-
tion data may be from notably different scenarios and 
must be aligned in the first step.  

Approximate affine transformations are com-
puted and applied to facial motion data at each frame 
with respect to the correspondences between markers 
and face mesh vertices so as to align the three di-
mensional proportion and alleviate structural dispar-
ity between the motion data and the face model, as 
shown in Fig.1. In motion capture context, several 
markers will usually be added on the top of head for 
the purpose of global motion estimation, so that 
separation of the rigid movement and non-rigid ex-
pressions can be faster. 
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The concept of warping kernels was first pro-

posed by Williams (1990) as deformation initiators or 
feature points to drive facial animations. In this paper, 
we refer to the facial motion markers which have been 
already mapped onto the neutral mesh as warping 
kernels to provide pivots of regressions. The problem 
of facial deformation can be formulated as estimating 
data approximate functions t=F(s, θ) in nonlinear 
regression with sparse warping kernels, where s is an 
input vector indicating the original 3D coordinates of 
a vertex,  t is a vector of the deformed results, and θ is 
the hyper-parameter which must be learned from the 
sparse warping kernels. The approximate functions 
are estimated at each frame of facial motion data to 
generate sequential facial animation. 
 
Geodesic manifold distances 

Traditional regression techniques such as neural 
networks and radial basis functions favour the 
Euclidean distances for measuring the similarity be-
tween vertices in input space. However, the Euclidean 

distances are not suitable for modelling data distrib-
uted on complex geometry and topology such as 
human faces. As shown in Fig.2, points on different 
sides of lips are close in the Euclidean metric (straight 
line segment on the right figure), but far away from 
each other in its actual topology and kinematics 
properties. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Nonlinear manifold modelling techniques were 
developed recently during the research on subspace 
learning and face recognition (Zhang et al., 2004; 
Huang et al., 2004), including ISOMAP, locally lin-
ear embedding (LLE) and Laplacian eigenmap 
(LEM). ISOMAP (Tenenbaum et al., 2000) performs 
nonlinear dimensionality reduction by applying 
multi-dimensional scaling (MDS) on the geodesic 
distance matrix. LLE (Roweis and Saul, 2000) and 
LEM (Niyogi and Belkin, 2002) are local algorithms 
that represent nonlinear manifold by focusing on the 
preservation of local neighbour structure. Geodesic 
manifold distance (Tenenbaum et al., 2000), which is 
computed as the shortest path, is a widely accepted 
concept in the field of manifold learning. A face mesh 
can be regarded as a manifold, which is a topological 
space that is locally Euclidean. Points may appear 
deceptively close by measuring their straight-line 
Euclidean distance, however far apart on the under-
lying manifold, as measured by their geodesic mani-
fold distances. 

We exploit the geodesic manifold distances to 
explore the complex geometry and topology of hu-
man face models. We take the given face mesh as an 
undirected graph, where its nodes and arcs are rep-

 
(a) 

 

           
(b)                                             (c) 

 
Fig.1  Correspondences between markers and head model
vertices are made manually or with the aid of some heu-
ristic search. (a) Facial motion performer with 42 markers
(Including 3 markers for global motion estimation); (b)
Facial motion data captured by MoCap device; (c) De-
formable head model (in vertex rendering context) with
markers mapped onto it 

 
 
Fig.2  The Euclidean distance (straight line segment on
the right figure) is not suitable for modelling distance
between points on different sides of discontinuities. The
geodesic distance (dot folding line segments on the right
figure) is proved to be a better approach to measure dis-
tances in globally non-Euclidean spaces 
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resented by mesh vertices and edges respectively. The 
sparse matrix of the constructed graph has 22984 
non-zero entries in the 5832 by 5832 matrix in the 
neutral quadrangle mesh, i.e., only 0.068% non-zero 
entries. The geodesic distances are then computed as 
the shortest path δij between nodes vi and vj in the 
graph  

 
δij=dijk(vi, vj) 

 
using Dijkstra algorithm (dijk). 

Furthermore, we construct a distance map from 
feature points to all other points on the neutral mesh 
and stored for later expression generations for accel-
eration. The geodesic distance can be intuitively 
adopted to extend traditional regression processes 
such as radial basis functions (RBF) by replacing 
Euclidean distance γ with geodesic distance δ in the 
approximate function, e.g., RBF approximate func-
tion with multi-quadrics:  

 
2 2

1

( , ) ,
n

j i ji i
i

F w γ σ
=

 = + ∑x W  

 
where xj is a vector representing the 3D coordinates of 
the input point,  W=[w1,w2,…,wn]T are parameters, γji 
is Euclidean distance between the feature point and 
the input point, and σi is the stiffness constant that 
regulates the local or global effects of the feature 
points. 

The geodesic distances can accelerate the gen-
eration of facial animation by automatic modelling of 
the discontinuities, which is one of the key problems 
of data driven facial animation. Traditional facial 
animation methods facilitate affection volume masks 
(Sánchez Lorenzo et al., 2003), which use virtual 
masks to represent different face regions, or other 
region segmentation techniques to model the discon-
tinuities which may be difficult and tedious for users. 
Our method simplified the pre-processing of de-
formable face models and can produce plausible re-
sults in both continuous and discontinuous regions on 
face models, as shown in Fig.3. 

 
Blending of Euclidean and geodesic distances 

A potential error may occur when the meshes 
contain only sparse triangles or quadrangles, in which 
cases the geodesic distances may be discrete  and  re- 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

sult in undesirable artifacts and distortions. We solve 
this problem by blending the geodesic and the 
Euclidean distances formulated as 

 
(1 ) ,ij ij ijw wδ δ γ= × + − ×  

 
where w∈[0,1] is the blending coefficient. The 
Euclidean distance γ works as a smoother part to 
eliminate the artifacts. The value of w can be decided 
empirically. 
 
 
BAYESIAN REGRESSION 
 

While the geodesic manifold distance provides a 
tool for modelling the spatial structure of face models, 
the Bayesian regression can find the temporal features 
of facial animation. Although regression techniques 
like radial basis functions are enough for providing 
facial deformation results under noise-free circum-
stances, the processes of facial motion capture and 3D 
face scanning can hardly be noise-free. 

Bayesian approaches to regression (Hertzmann, 
2003; MacKay, 1998; Williams and Rasmussen, 1996) 
provide an elegant way of dealing with noise and 

 
 
Fig.3  Generated anger expressions from facial motion
data. Expression in the first row was generated via re-
gression in Euclidean distance metric, where the lips (one
of the most important discontinuities on human face) are
stretched instead of opening mouth. The second row ex-
pression is from the same process except blending some
Geodesic distance metric. The motions of lips are correctly
modelled with mouth open 
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uncertainty, as well as a framework of learning the 
statistical features of data. We use Bayesian ap-
proaches for exploring facial deformation driven by 
warping kernels, as shown in Fig.4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Framework of Bayesian regression 

In Bayesian interpretation of the regression 
problem in Section 3.1, a nonlinear function y(s) 
parameterized by the hyper-parameter θ is assumed to 
underlie motion data ( )

1{ ,  }n N
n nt =s where N is the 

number of observations, or feature points. We denote 
coordinates of feature points at the neutral frame 
by ( )

1{ }n N
N n==S s , and the correspondences at a target 

frame by three vectors 1{ }N
N n nt ==t  for respective 

warping channels of x, y or z. 
The inference of y(s) by inferring the hy-

per-parameter θ is depicted by the posterior prob-
ability distribution:  

 
( | , ) ( )

( | , ) .
( | )

N N
N N

N N

P PP
P
θ θθ =

t St S
t S

                (1) 

 
Minimizing the minus log of posterior probabil-

ity distribution as an object function: 
 

arg min( log( ( | , ) ( )).N NP P
θ

θ θθ −= t S         (2) 

 
Maximize a posterior (MAP) and maximum 

likelihood (ML) are commonly used approaches for 
predicting outputs. However, they sometimes con-

verge to local minima (Williams and Rasmussen, 
1996) and are not convenient for generation of facial 
animations. Bayesian predictions can also be made 
without estimated value of θ by marginalizing over 
the hyper-parameter. We perform integrations in 
Eq.(3) by sampling the possible values of θ from 
P(θ|tN, SN) using Markov chain Monte Carlo method 
of Hybrid Monte Carlo (Duane et al., 1987). The 
sampling process saves 200 sampled values of the 
hyper-parameter. 

 

1 1( | , ) ( | , ) ( | , )d .N N N N N N NP P Pθ θ θ+ += ∫t t S t S t S  (3) 

 
Modulation of covariance matrix with the geodesic 
distances 

There are many choices of covariance matrix 
under the condition of non-negative definite property 
for any set of points {s(1),…, s(n)}. We empirically 
choose the following covariance matrix used in 
(Williams and Rasmussen, 1996) to adopt the geo-
desic distances. 
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where θ=log(v0,v1,w1,…,wn,a0,a1) represents the hy-
perparameter since the variables in Eq.(4) are positive 
scale parameters. θ corresponds closely to hyper-
parameters in neural networks to be adapted through 
learning. 

The covariance function in Eq.(4) consists of 
three parts: the weighted sum term, the linear regres-
sion term (including a0 and a1) and the noise term. 
The first term expresses that the nearby inputs pro-
duce similar outputs and that the weights of wl are 
usually set to ones. This leads to the equation below:  
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where  
( ) ( ) 2

1

( )
d

i j
l l

l=
−∑ s s                              (6) 

(a) (b) 
 
Fig.4  Bayesian marginalization is applied to eliminate
noise in motion or model data. The artifacts resulted from
noisy data in (a) are smoothed in (b) in the generated
expression 
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is the Euclidean distance.  
We substitute the geodesic distance δij=dijk(s(i) 

−s(j)) for Eq.(6) and get:  
 

( ) ( ) ( ) ( ) 2
0
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                   ( , ).
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With the covariance matrix C, Eq.(2) can be deduced 
for N training pairs as:  
 

T 11 1argmin logdet( ) log2π .
2 2 2N N

N
θ

θ − + + 
 

= C t C t (8) 

 
 
EXPERIMENTAL RESULTS 
 

The data used in this paper are captured with 
Motion Analysis motion capture system. Facial mo-
tion data is captured with a set of 42 markers (in-
cluding 3 markers on a head mounted jig for global 
motion estimation) at a frame rate of 60 fps. Eight 
representative expressions are extracted, as shown in 
Fig.5, and used to drive an ordinary quadrangle face 
mesh via manifold Bayesian regression, as in Fig.6. 
The results showed that Bayesian method for regres-
sion and the geodesic distances are suitable for rep-
resenting the underlying deformation paradigm and 
the complex topology of human faces. As shown in 
Fig.6, the generated expressions are smooth and the 
correct movement of discontinuities in the mouth 
region shows the power of manifold. The situation in 
the eyes’ regions may be confusing as they show 
hardly any difference between the left and the right 
expressions. The reason is that they differ from the 
mouth region in the neutral expression as they have 
proper spatial gaps between the upper and the lower 
eyelids by which the Euclidean distances can equally 
well express the discontinuities. 

We have built a prototype system with Visual C++ 
and Matlab. We used a 1.5 GHz Pentium-IV PC in our 
experiments. The process of constructing undirected 
graph from face mesh with 5832 vertices and 5746 
faces takes about 1 s and finding the shortest path 
from feature points to all other vertices takes about 
0.5 s. The Bayesian regression process takes about 2 s. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Besides the whole process of facial expression gen-
eration requires little user intervention except some 
markers’ manual correspondences. 
 
 
CONCLUSION AND FUTURE WORK  
 

In this paper, we present a novel and effective 
method for driving facial animations based on motion 
data. Geodesic manifold distances are adopted in the 
framework of Bayesian learning to automatically 
model the discontinuities and complex topology of 
human faces. After the covariance matrix is properly 
modulated with the geodesic distances, Hybrid Monte 
Carlo method is then used to compute the integral of 
probabilities to predict results under noisy circum-
stances. The techniques in this paper allow facial 
motion data to be applied to any facial mesh.  Previ-
ously, adapting facial motion data to an individual 
mesh required much more artistic intervention.  

Techniques in this paper can be used in many 
scenarios, such as human computer interaction and 
digital entertainment. They also have prospective 
applications in data compression for 3D streaming 
media, or distant meeting (Cutler et al., 2002) for 
facial communication between participants as the  
computing power grows. 

Although the generated facial expressions are 
plausible in the big picture, there are several possible 
improvements. The selection of neighbours in mani-
fold learning may be adjusted to provide better mod-
elling of face  topology.  The wrinkles and detailed  

����������������������������
����������������������������
����������������������������
����������������������������
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(a)                     (b)                    (c)                    (d) 
 

 
         (e)                      (f)                      (g)                 (h)    

 
Fig.5  Eight key expressions extracted from facial motion
data. (a) Neutral; (b) Anger; (c) Disgust; (d) Eye-close; (e)
Fear; (f) Sad; (g) Smile-close; (h) Smile-open 
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Fig.6  More results by Bayesian regression with texture map-
ping on different expressions. The left ones of pairs are gen-
erated in the Euclidean distance metric only and the right
ones are in the mixture metric of geodesic distances and
Euclidean distances with a blending weight of 0.39, as de-
scribed in Section 3.3. The generated expressions are smooth
and the movement of lips demonstrates the power of mani-
fold. The eyes’ regions show hardly any difference with the
aid of manifold since they differ from the mouth region in the
neutral expression as they have proper gaps between the
upper and the lower eyelids by which the Euclidean distances
can equally well express the discontinuities. (a) Anger ex-
pression; (b) Eye-close expression; (c) Disgust expression; (d)
Fear expression; (e) Sad expression; (f) Mouth-closed smile
expression; (g) Mouth-open smile expression 
 
 

 
(a)  

 
 

 
(c)  

 
 

 
(e)  

 
 

 
(g)  
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textures have also not been properly tackled in the 
existing techniques. These problems ought to be 
considered in future work. 
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