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#### Abstract

Flattening of the interfaces is necessary in computing wave propagation along stratified waveguides in large range step sizes while using marching methods. When the supposition that there exists one horizontal straight line in two adjacent interfaces does not hold, the previously suggested local orthogonal transform method with an analytical formulation is not feasible. This paper presents a numerical coordinate transform and an equation transform to perform the transforms numerically for waveguides without satisfying the supposition. The boundary value problem is then reduced to an initial value problem by one-way reformulation based on the Dirichlet-toNeumann (DtN) map. This method is applicable in solving long-range wave propagation problems in slowly varying waveguides with a multilayered medium structure.
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## 1 Introduction

A direct numerical computation can be very time consuming for small scale wave propagation problems. Common numerical methods, such as the finite difference method and the finite element method, lead to huge linear systems, which are also nonsymmetric and indefinite. Thus, it is hard to solve them. The coupled mode method (Jensen et al., 1994) and some approximate methods (Tarppet, 1977; Fishman, 1993; Lee and Pierce, 1995; Lu and

[^0]McLaughlin, 1996; Fishman et al., 1997; Lu, 1999) based on exact one-way reformulation are popular because of their high efficiency in treating such problems; however, these numerical studies are usually confined to waveguides with flat boundaries or interfaces. Even though these methods can be applied to waveguides with a curved boundary if the 'staircase' approximation is used, they often result in marching in a very small range step. Many numerical methods have been developed to avoid the crude 'staircase' approximation. For example, the approach of Abrahamsson and Kreiss (1994) and Larsson and Abrahamsson (1998) uses a conformal mapping which keeps the governing equation in a very simple form. However, in general, the conformal mapping is global and requires much effort for its calculation, especially
when the waveguide is very long and the boundaries (or interfaces) are complicated.

Local orthogonal transform (Lu et al., 2001; Zhu and $\mathrm{Lu}, 2002$ ) is an efficient method for flattening one curved bottom or interface and reducing the normal derivative at the interface or bottom to only the partial derivative in the transverse variable. Furthermore, the transformed governing equation does not involve the cross derivative term, and thus it is possible to be solved by some marching methods. For waveguides with at least two internal interfaces and satisfying the divisible assumption that there is a horizontal straight line between two adjacent interfaces, we have developed a local orthogonal coordinate transform and derived an 'improved Helmholtz equation' with two flat interfaces (Zhu and Li, 2007; 2008). Since the local orthogonal transforms are generally in an analytical form, we call it the analytical local orthogonal transform method (ALOTM). As mentioned above, the divisible assumption is not always valid practically, and a numerical local orthogonal transform method (NLOTM) that removes the divisible requirement would be very useful and applicable.

There are many recent publications (Nilsson, 2002; Andersson, 2008; 2009) using conformal mapping methods built on the modified SchwarzChristoffel mapping for bent acoustic waveguides. Efficient numerical methods for conformal mappings of waveguides have also been developed (Andersson, 2008; 2009) to handle problems where the variations in geometry are found in a large proportion of the waveguide. Although these methods can be used to remove the divisible assumption required by previous versions of the local orthogonal transform methods and are competitive for medium bounded regions when the boundaries contain vertices or when parts of the boundaries are straight lines, they are far from efficient for an unbounded or large-scale region with boundary curves or interfaces that do not approach infinity as a straight line (Andersson, 2008). Therefore, NLOTM can be implemented with the marching processing and accordingly provides more computational efficiency for large-scale range-dependent waveguides. The NLOTM provides a framework for implementing some marching methods in waveguides with slowly varying curved interfaces. Furthermore, due to the fact that the Cauchy problem (Delillo et al., 2001; Marin et al., 2003; Marin, 2005; Jin and

Zheng, 2006; Jin and Marin, 2008) has become an interesting research area in inverse problems in recent years, if the incident waves need to be reconstructed in large-scale stratified waveguides (Li et al., 2008), the NLOTM can be used to flatten the curved interfaces or boundaries and is important for the computation involved with a large range step size.

## 2 Basic equation

In ocean acoustic applications, waves are allowed to travel large distances in the horizontal direction in this multilayered media where the surface can be seen as even, and the bottom is composed of multilayered media. The interfaces between two adjoint layers are usually curved. The range distance $L$ is much larger than the typical wavelength. The depth $D$ is also larger than the wavelength but much smaller than $L$. This typical structure is very common in acoustics, electro-magnetism, seismic migration, and some other applications.

Consider the two-dimensional (2D) Helmholtz equation in a typical ocean surrounding with two curved interfaces

$$
\begin{equation*}
u_{x x}+u_{z z}+\kappa^{2}(x, z) u=0 \tag{1}
\end{equation*}
$$

for $-\infty<x<+\infty, 0<z<D_{1}$, where the first layer with density $\rho_{1}$ is located in $0<z<h_{1}(x)$, and the second layer with density $\rho_{2}$ is located in $h_{1}(x)<z<h_{2}(x)$, and the third layer with density $\rho_{3}$ is located in $h_{2}(x)<z<D_{1}$. The interfaces are two curves $z=h_{1}(x)$ and $z=h_{2}(x)$, where $D_{1}>1, L \gg D_{1} \gg 1 / k, u$ represents the Fourier transform of acoustic pressure, and $\kappa$ is called the wavenumber. We also suppose that the problem is range independent (i.e., wavenumber and interfaces are independent of $x$ ) for $x \leqslant 0$ and $x \geqslant L$, that is

$$
\begin{gathered}
h_{1}(x)=\left\{\begin{array}{ll}
h_{1,0}, & x \leqslant 0, \\
h_{1, \infty}, & x \geqslant L,
\end{array} h_{2}(x)= \begin{cases}h_{2,0}, & x \leqslant 0 \\
h_{2, \infty}, & x \geqslant L\end{cases} \right. \\
\kappa(x, z)= \begin{cases}\kappa_{0}(z), & x \leqslant 0 \\
\kappa_{\infty}(z), & x \geqslant L\end{cases}
\end{gathered}
$$

The boundary conditions on the top and the bottom are supposed to be $\left.u\right|_{z=0}=0$ and $\left.u\right|_{z=D_{1}}=$

0 . The interface conditions are as follows:

$$
\left\{\begin{array}{l}
\lim _{z \rightarrow h_{1}(x)^{-}} u(x, z)=\lim _{z \rightarrow h_{1}(x)^{+}} u(x, z) \\
\frac{1}{\rho_{1}} \lim _{z \rightarrow h_{1}(x)^{-}} \frac{\partial u(x, z)}{\partial \boldsymbol{n}}=\frac{1}{\rho_{2}} \lim _{z \rightarrow h_{1}(x)^{+}} \frac{\partial u(x, z)}{\partial \boldsymbol{n}} \\
\lim _{z \rightarrow h_{2}(x)^{-}} u(x, z)=\lim _{z \rightarrow h_{2}(x)^{+}} u(x, z) \\
\frac{1}{\rho_{2}} \lim _{z \rightarrow h_{2}(x)^{-}} \frac{\partial u(x, z)}{\partial \boldsymbol{n}}=\frac{1}{\rho_{3}} \lim _{z \rightarrow h_{2}(x)^{+}} \frac{\partial u(x, z)}{\partial \boldsymbol{n}}
\end{array}\right.
$$

where $\boldsymbol{n}$ is a normal vector of the interface $z=h_{1}(x)$ or $z=h_{2}(x)$ (Fig. 1).


Fig. 1 Sketch map of waveguide with curved internal interfaces

Here we shall concentrate on solving the equation for $0 \leqslant x \leqslant L$ since the Helmholtz equation can be easily solved by a separable variable method for $x \leqslant 0$ or $x \geqslant L$. Supposing there are no waves coming from $+\infty$, we have the exact boundary condition (radiation condition) at $x=L$, $u_{x}=\mathrm{i} \sqrt{\partial_{z}^{2}+\kappa_{\infty}^{2}(z)} u$, where $\mathrm{i}=\sqrt{-1}$. The simplest boundary condition at $x=0$ is imposed as $u=u_{0}(z)$ for a given function $u_{0}(z)$.

For simple derivation and illustration, our method is developed for the waveguides with only two curved internal interfaces, but it can be extended to waveguides with more interfaces. In this method, we remove the divisible assumption and consider a general acoustical waveguide: there may be no horizontal straight line $z=D_{0}$ between two adjoint interfaces $h_{1}(x)$ and $h_{2}(x)$. We suppose that a unique solution exists for Eq. (1) with the boundary and interface conditions.

## 3 Local orthogonal transform

To avoid constricting the coordinate net into a narrow coordinate net in the $(x, z)$ plane, we further divide the layer below $z=h_{2}(x)$ into two sub-layers: $h_{2}(x)<z<D$ and $D<z<D_{1}$ with the added
interface $z=D$. The detailed transform scheme to flatten the curved interfaces

$$
\left\{\begin{array}{l}
\hat{x}=f(x, z), \\
\hat{z}=g(x, z),
\end{array}\right.
$$

are as follows:

$$
\frac{\partial f}{\partial x} \cdot \frac{\partial g}{\partial x}+\frac{\partial f}{\partial z} \cdot \frac{\partial g}{\partial z}=0
$$

where the function $f$ is to be determined according to the orthogonal condition.

1. The first layer $0 \leqslant z \leqslant h_{1}(x)$ in a medium with density $\rho_{1}$ (Zhu and Lu, 2002). Let

$$
\left\{\begin{array}{l}
\hat{x}=f(x, z), \\
\hat{z}=g(x, z)=z / h(x),
\end{array}\right.
$$

satisfy $\left\{(x, z) \mid 0 \leqslant x \leqslant L, 0 \leqslant z \leqslant h_{1}(x)\right\} \stackrel{f, g}{\longleftrightarrow}$ $\{(\hat{x}, \hat{z}) \mid 0 \leqslant x \leqslant L, 0 \leqslant \hat{z} \leqslant 1\}$.
2. The second layer $h_{1}(x) \leqslant z \leqslant h_{2}(x)$ in a medium with density $\rho_{2}$ (Zhu and $\mathrm{Lu}, 2002$ ). Let

$$
\left\{\begin{array}{l}
\hat{x}=f(x, z) \\
\hat{z}=g(x, z)=\frac{z-h_{1}(x)}{h_{2}(x)-h_{1}(x)} \cdot(H-1)+1
\end{array}\right.
$$

satisfy $\left\{(x, z) \mid 0 \leqslant x \leqslant L, h_{1}(x) \leqslant z \leqslant h_{2}(x)\right\} \stackrel{f, g}{\longleftrightarrow}$ $\{(\hat{x}, \hat{z}) \mid 0 \leqslant x \leqslant L, 1 \leqslant \hat{z} \leqslant H\}$.
3. The third layer $h_{2}(x) \leqslant z \leqslant D$ in a medium with density $\rho_{3}$. Let

$$
\left\{\begin{array}{l}
\hat{x}=f(x, z) \\
\hat{z}=g(x, z)=\frac{z-D}{D-h_{2}(x)} \cdot(D-H)+D
\end{array}\right.
$$

satisfy $\left\{(x, z) \mid 0 \leqslant x \leqslant L, h_{2}(x) \leqslant z \leqslant D\right\} \stackrel{f, g}{\longleftrightarrow}$ $\{(\hat{x}, \hat{z}) \mid 0 \leqslant \hat{x} \leqslant L, H \leqslant \hat{z} \leqslant D\}$.
4. The fourth layer $D \leqslant \hat{z} \leqslant D_{1}$ in a medium with density $\rho_{3}$. Let

$$
\left\{\begin{array}{l}
\hat{x}=f(x, D) \\
\hat{z}=g(x, z)=z
\end{array}\right.
$$

satisfy $\left\{(x, z) \mid 0 \leqslant x \leqslant L, D \leqslant z \leqslant D_{1}\right\} \stackrel{f, g}{\longleftrightarrow}$ $\left\{(\hat{x}, \hat{z}) \mid 0 \leqslant \hat{x} \leqslant L, D \leqslant \hat{z} \leqslant D_{1}\right\}$.

## 4 Equation transformation

Because Eq. (1) is expected to be transformed as

$$
\begin{equation*}
V_{\hat{x} \hat{x}}+\alpha(\hat{x}, \hat{z}) V_{\hat{z} \hat{z}}+\beta(\hat{x}, \hat{z}) V_{\hat{z}}+\gamma(\hat{x}, \hat{z}) V=0 \tag{2}
\end{equation*}
$$

we let $u(x, z)=W(x, z) \cdot V(x, z)$ and the coefficient of the $V_{\hat{x}}$ be zero in order to remove $V_{\hat{x}}$. Then $W(x, z)$ is governed by $2 W_{z} f_{z}+W f_{z z}+2 W_{x} f_{x}+W f_{x x}=0$ (Zhu and Lu, 2002). Coefficients of Eq. (2) are obtained as follows:

$$
\left\{\begin{array}{l}
\alpha(\hat{x}, \hat{z})=\frac{g_{z}^{2}+g_{x}^{2}}{f_{z}^{2}+f_{x}^{2}}  \tag{3}\\
\beta(\hat{x}, \hat{z})=\frac{2 W_{z} g_{z}+W g_{z z}+2 W_{x} g_{x}+W g_{x x}}{W\left(f_{z}^{2}+f_{x}^{2}\right)} \\
\gamma(\hat{x}, \hat{z})=\frac{W_{x x}+W_{z z}+\kappa^{2} W}{W\left(f_{z}^{2}+f_{x}^{2}\right)}
\end{array}\right.
$$

To compute the coefficients of the transformed Eq. (3) in the multilayered waveguide, the numerical algorithm considers two aspects: (1) coordinate transformation, i.e., the computation of $f, g$, and its corresponding partial derivatives; (2) equation transformation, i.e., the computation of $W(x, z)$ and its corresponding partial derivatives.

### 4.1 Coordinate transformation

Coordinate transforms should be consistent with the operator marching. Let the marching computation come to the position at $\hat{x}=\hat{x}_{j}$, and $f, g$ be computed on the coordinate line $\hat{x}_{j}=f(x, z)$. Here, we also compute its relative derivatives, which will be used later in the computation of the equation transformation.

Differentiating with respect to $z$ along $\hat{x}_{j}=$ $f(x, z)$ gives

$$
f_{z}+f_{x} \frac{\mathrm{~d} x}{\mathrm{~d} z}=0
$$

that is,

$$
\frac{\mathrm{d} x}{\mathrm{~d} z}=-\frac{f_{z}}{f_{x}}
$$

Since the transform is required to be orthogonal, that is

$$
\frac{\partial f}{\partial x} \cdot \frac{\partial g}{\partial x}+\frac{\partial f}{\partial z} \cdot \frac{\partial g}{\partial z}=0
$$

we have

$$
-\frac{f_{z}}{f_{x}}=\frac{g_{x}}{g_{z}}
$$

Hence, the equation coordinates curve $\hat{x}_{j}=f(x, z)$ satisfies

$$
\frac{\mathrm{d} x}{\mathrm{~d} z}=F(z, x) \triangleq \frac{g_{x}}{g_{z}}
$$

whose analytical formulation can be derived in every layer:

$$
\begin{align*}
& \frac{\mathrm{d} x}{\mathrm{~d} z}=F(z, x)= \\
& \left\{\begin{array}{l}
-\frac{h_{1}^{\prime}(x)}{h_{1}(x)} z, \quad 0 \leqslant z \leqslant h_{1}(x), \\
-\frac{1}{h_{2}(x)-h_{1}(x)}\left[h_{2}^{\prime}(x)\left(h_{2}(x)-h_{1}(x)\right)+(z-\right. \\
\left.\left.h_{2}(x)\right)\left(h_{2}^{\prime}(x)-h_{1}^{\prime}(x)\right)\right], h_{1}(x) \leqslant z \leqslant h_{2}(x), \\
\frac{h_{2}^{\prime}(x)}{D-h_{2}(x)}(z-D), \quad h_{2}(x) \leqslant z \leqslant D \\
0, \quad D \leqslant z \leqslant D_{1},
\end{array}\right. \tag{4}
\end{align*}
$$

with the initial condition $x(0)=\hat{x}_{j}$.
The classical Runge-Kutta method of solving ordinary differential equations (ODEs) can be applied to calculate the physical coordinate from the computing coordinate along $\hat{x}=\hat{x}_{j}$.

From a computed discrete point-set $\left\{\left(x_{i}, z_{i}\right) \mid 1 \leqslant\right.$ $i \leqslant M\}$ of physical coordinates, we can reformulate

$$
\left\{\begin{array}{l}
x=m(\hat{x}, \hat{z})  \tag{5}\\
z=n(\hat{x}, \hat{z})
\end{array}\right.
$$

by some interpolation methods at $\hat{x}=\hat{x}_{j}$, which is the inverse function of

$$
\left\{\begin{array}{l}
\hat{x}=f(x, z), \\
\hat{z}=g(x, z) .
\end{array}\right.
$$

Details are omitted here as they can be found in many basic textbooks concerning numerical analysis.

Differentiating partially to $\hat{x}$ and $\hat{z}$ respectively along $\hat{x}=f(x, z)$ gives $f_{\hat{x}}=1, f_{\hat{z}}=0$, which can be written as

$$
\left\{\begin{array}{l}
f_{x} m_{\hat{x}}+f_{z} n_{\hat{x}}=1,  \tag{6}\\
f_{x} m_{\hat{z}}+f_{z} n_{\hat{z}}=0 .
\end{array}\right.
$$

Then we have

$$
\left\{\begin{align*}
f_{x} & =-\frac{n_{\hat{z}}}{n_{\hat{x}} m_{\hat{z}}-n_{\hat{z}} m_{\hat{x}}}  \tag{7}\\
f_{z} & =\frac{m_{\hat{z}}}{n_{\hat{x}} m_{\hat{z}}-n_{\hat{z}} m_{\hat{x}}}
\end{align*}\right.
$$

From Eq. (7), we obtain

$$
\left\{\begin{array}{l}
f_{x x}=\left(f_{x}\right)_{\hat{x}} f_{x}+\left(f_{x}\right)_{\hat{z}} g_{x}  \tag{8}\\
f_{z z}=\left(f_{z}\right)_{\hat{x}} f_{z}+\left(f_{z}\right)_{\hat{z}} g_{z}
\end{array}\right.
$$

where

$$
\begin{aligned}
\left(f_{x}\right)_{\hat{x}}= & \frac{-1}{\left(n_{\hat{x}} m_{\hat{z}}-n_{\hat{z}} m_{\hat{x}}\right)^{2}} \cdot\left[n_{\hat{z} \hat{x}}\left(n_{\hat{x}} m_{\hat{z}}-n_{\hat{z}} m_{\hat{x}}\right)\right. \\
& \left.-n_{\hat{z}}\left(n_{\hat{x} \hat{x}} m_{\hat{z}}+n_{\hat{x}} m_{\hat{x} \hat{z}}-n_{\hat{x} \hat{z}} m_{\hat{x}}-n_{\hat{z}} m_{\hat{x} \hat{x}}\right)\right] .
\end{aligned}
$$

$\left(f_{x}\right)_{\hat{z}},\left(f_{z}\right)_{\hat{x}},\left(f_{z}\right)_{\hat{z}}$ can be computed in the same way, and we omit the details here.

Once $m_{\hat{z}}, n_{\hat{z}}, m_{\hat{z} \hat{z}}, n_{\hat{z} \hat{z}}$ and $m_{\hat{x}}, n_{\hat{x}}, m_{\hat{x} \hat{x}}, n_{\hat{x} \hat{x}}$ are computed, $f_{x}, f_{z}, f_{x x}, f_{z z}$ can be obtained numerically according to Eqs. (7) and (8). In this work, $m_{\hat{z}}, n_{\hat{z}}, m_{\hat{z} \hat{z}}, n_{\hat{z} \hat{z}}$ are computed separately in $L_{1}(0<$ $\hat{z}<1.0), L_{2}(1.0<\hat{z}<H), L_{3}(H<\hat{z}<D)$, and $L_{4}\left(D<\hat{z}<D_{1}\right)$ by the following three-point formulae with a properly selected step $h$ :

$$
\begin{equation*}
P_{\hat{z}}\left(\hat{x}, \hat{z}_{i}\right)=\frac{-P\left(\hat{x}, \hat{z}_{i}-h\right)+P\left(\hat{x}, \hat{z}_{i}+h\right)}{2 h} \tag{9}
\end{equation*}
$$

$P_{\hat{z} \hat{z}}\left(\hat{x}, \hat{z}_{i}\right)=\frac{P\left(\hat{x}, \hat{z}_{i}-h\right)-2 P\left(\hat{x}, \hat{z}_{i}\right)+P\left(\hat{x}, \hat{z}_{i}+h\right)}{h^{2}}$,
where $h$ satisfies: if $\hat{z}_{i} \in L_{j}$ and $\hat{z}_{i+1} \in L_{j}$, then $\hat{z}_{i} \pm h \in L_{j}$ and $\hat{z}_{i}+h \leqslant \hat{z}_{i+1}$, with $j=1,2,3,4$. In general, if the step sizes for a discrete depth variable $\hat{z}$ are not very small or too large, we can directly use the function values on discretized points in each layer to compute the derivatives.

With respect to the computing of $m_{\hat{x}}, n_{\hat{x}}$, $m_{\hat{x} \hat{x}}, n_{\hat{x} \hat{x}}$ at $\hat{x}=\hat{x}_{j}$, the Runge-Kutta method is used to compute $m(\hat{x}, \hat{z}), n(\hat{x}, \hat{z})$ at $\hat{x}=\hat{x}_{j}-\delta, \hat{x}=\hat{x}_{j}, \hat{x}=$ $\hat{x}_{j}+\delta$ for some properly selected $\delta>0$, and then the derivatives with respect to $\hat{x}$ are approximated by the three-point numerical derivatives:

$$
\begin{align*}
P_{\hat{x}}\left(\hat{x}_{j}, \hat{z}\right) & =\frac{-P\left(\hat{x}_{j}-\delta, \hat{z}\right)+P\left(\hat{x}_{j}+\delta, \hat{z}\right)}{2 \delta}  \tag{11}\\
P_{\hat{x} \hat{x}}\left(\hat{x}_{j}, \hat{z}\right) & =\frac{P\left(\hat{x}_{j}-\delta, \hat{z}\right)-2 P\left(\hat{x}_{j}, \hat{z}\right)+P\left(\hat{x}_{j}+\delta, \hat{z}\right)}{\delta^{2}} . \tag{12}
\end{align*}
$$

Note here that the computing of numerical derivatives is not a stable process in that small changes in function values may cause large changes in the values of the corresponding derivatives. The selection of the optimal step sizes $h$ and $\delta$ for numerical derivative is crucial for the coordinate transformation: too small a step size amplifies the side effects of the noise in original data; too large a step size weakens the accuracy in approximating a derivative. Theoretically, there is an optimal step size which balances the trade-off between numerical stability and accuracy. In general, for slowly varing waveguides,
there exists a neighborhood of the optimal step size in which the numerical derivative can be computed exactly and stably. Thus, in practice, we need only to find one proper value from the neighborhood by some preliminary numerical tests, instead of computing the optimal one with more efforts.

### 4.2 Equation transformation

To obtain an equation transformation, the calculation of $W(x, z)$ and its corresponding partial derivatives are necessary. $W(x, z)$ is governed by

$$
\begin{equation*}
2 W_{z} f_{z}+W f_{z z}+2 W_{x} f_{x}+W f_{x x}=0 \tag{13}
\end{equation*}
$$

At $(\hat{x}, \hat{z})$, substituting

$$
\begin{equation*}
W_{x}=W_{\hat{x}} f_{x}+W_{\hat{z}} g_{x}, \quad W_{z}=W_{\hat{x}} f_{z}+W_{\hat{z}} g_{z} \tag{14}
\end{equation*}
$$

into Eq. (13) gives

$$
\begin{equation*}
2\left(f_{x}^{2}+f_{z}^{2}\right) W_{\hat{x}}+2\left(f_{x} g_{x}+f_{z} g_{z}\right) W_{\hat{z}}+\left(f_{x x}+f_{z z}\right) W=0 \tag{15}
\end{equation*}
$$

which can be written as

$$
\begin{equation*}
W_{\hat{x}}=\theta W, \tag{16}
\end{equation*}
$$

where $\theta=-\left.\frac{f_{x x}+f_{z z}}{2\left(f_{x}^{2}+f_{z}^{2}\right)}\right|_{\hat{x}_{1 / 2}}$. Note that $W$ can be seen as a function of $(\hat{x}, \hat{z})$ and also $(x, z)$. We denote it by $W(\hat{x}, \hat{z})$ or $W(x, z)$ for simplicity in the following derivation. It is the same with $\theta$.

Eq.(16) has the exact solution

$$
\begin{equation*}
W(\hat{x})=W(L) \exp \left(\int_{L}^{\hat{x}} \theta(t) \mathrm{d} t\right) \tag{17}
\end{equation*}
$$

which can be solved easily using some marching methods. The step formulation from $\hat{x}_{1}$ to $\hat{x}_{0}$ is used to represent the general step from $\hat{x}_{k+1}$ to $\hat{x}_{k}$ :

$$
\begin{equation*}
W_{1} \approx \mathrm{e}^{\theta \tau} W_{0} \tag{18}
\end{equation*}
$$

where $\tau=\hat{x}_{1}-\hat{x}_{0}$, with the initial condition $W(L, \hat{z})=1\left(0 \leq \hat{z} \leq D_{1}\right)$. For Eq. (17), supposing that $W(L, \hat{z})$ is polluted initial data and $W^{*}(L, \hat{z})$ is exact, and that $\theta(t)$ is computed and $\theta^{*}(t)$ is exact, we have the error propagating estimation as shown later. Note here that, we omit the variable $\hat{z}$ in some functions for simplicity in notation, such as $W(L, \hat{z}) \mapsto W(L), W(\hat{x}, \hat{z}) \mapsto W(\hat{x}), \theta(t, \hat{z}) \mapsto \theta(t)$.
Theorem 1 Let $\theta(t)-\theta^{*}(t)=e(t)$, and $W(\hat{x})$ and $W^{*}(\hat{x})$ be solutions of Eq. (16) corresponding to $\theta(t)$ and $\theta^{*}(t)$, respectively. Then we have
(1)

$$
\begin{equation*}
\frac{W(\hat{x})}{W^{*}(\hat{x})}=\exp \left(\int_{L}^{\hat{x}} e(t) \mathrm{d} t\right) \frac{W(L)}{W^{*}(L)} \tag{19}
\end{equation*}
$$

$$
\begin{equation*}
C_{1} \leq\left|\frac{W(\hat{x})}{W^{*}(\hat{x})}\right| \leq C_{2} \tag{2}
\end{equation*}
$$

with $C_{1}=\min _{0 \leq \hat{x}<L}\left|\frac{W(L)}{W^{*}(L)} \cdot \exp \left(\int_{L}^{\hat{x}} e(t) \mathrm{d} t\right)\right|$ and $C_{2}=\max _{0 \leq \hat{x}<L}\left|\frac{W(L)}{W^{*}(L)} \cdot \exp \left(\int_{L}^{\hat{x}} e(t) \mathrm{d} t\right)\right|$.
(3) Let $\|e(t)\|_{\infty}=c, W(L) \equiv W^{*}(L)$. For any $\varepsilon>0$, if

$$
\begin{equation*}
c<\min \left\{-\frac{1}{L} \ln (1-\varepsilon), \frac{1}{L} \ln (1+\varepsilon)\right\} \tag{21}
\end{equation*}
$$

then

$$
\begin{equation*}
\left|\left|\frac{W(\hat{x})}{W^{*}(\hat{x})}\right|-1\right|<\varepsilon \tag{22}
\end{equation*}
$$

## Proof

(1) From Eq. (17), we have

$$
\begin{equation*}
W^{*}(\hat{x})=\exp \left(\int_{L}^{\hat{x}} \theta^{*}(t) \mathrm{d} t\right) W^{*}(L) \tag{23}
\end{equation*}
$$

Eq. (23) dividing Eq. (17) gives

$$
\begin{array}{r}
\frac{W(\hat{x})}{W^{*}(\hat{x})}=\exp \left(\int_{L}^{\hat{x}}\left[\theta(t)-\theta^{*}(t)\right] \mathrm{d} t\right) \frac{W(L)}{W^{*}(L)} \\
=\exp \left(\int_{L}^{\hat{x}} e(t) \mathrm{d} t\right) \frac{W(L)}{W^{*}(L)}
\end{array}
$$

which is Eq. (19).
(2) Taking the absolute value of Eq. (19), we have
$C_{1} \leq\left|\frac{W(\hat{x})}{W^{*}(\hat{x})}\right|=\exp \left(\int_{L}^{\hat{x}} e(t) \mathrm{d} t\right)\left|\frac{W(L)}{W^{*}(L)}\right| \leq C_{2}$,
with $C_{1}=\min _{0 \leq \hat{x}<L}\left|\frac{W(L)}{W^{*}(L)} \cdot \exp \left(\int_{L}^{\hat{x}} e(t) \mathrm{d} t\right)\right|$ and $C_{2}=\max _{0 \leq \hat{x}<L}\left|\frac{W(L)}{W^{*}(L)} \cdot \exp \left(\int_{L}^{\hat{x}} e(t) \mathrm{d} t\right)\right|$.
(3) For $\|e(t)\|_{\infty}=c, W(L) \equiv W^{*}(L)$, from Eq. (20) we have

$$
C_{1} \geq \min _{0 \leq \hat{x}<L} \exp \left(\int_{L}^{\hat{x}}\|e(t)\|_{\infty} \mathrm{d} t\right)
$$

$$
\begin{equation*}
=\exp \left(\int_{L}^{\hat{x}} c \mathrm{~d} t\right) \geq \exp \left(\int_{L}^{0} c \mathrm{~d} t\right)=\mathrm{e}^{-L c} \tag{24}
\end{equation*}
$$

and

$$
\begin{align*}
& C_{2} \leq \max _{0 \leq \hat{x}<L} \exp \left(-\int_{L}^{\hat{x}}\|e(t)\|_{\infty} \mathrm{d} t\right) \\
&=\exp \left(\int_{L}^{\hat{x}} c \mathrm{~d} t\right) \leq \exp \left(-\int_{L}^{0} c \mathrm{~d} t\right)=\mathrm{e}^{L c} \tag{25}
\end{align*}
$$

Letting $\mathrm{e}^{-L c}>1-\varepsilon$ and $\mathrm{e}^{L c}<1+\varepsilon$, then from Eqs. (24) and (25) we have

$$
\begin{equation*}
1-\varepsilon<C_{1} \leq\left|\frac{W(\hat{x})}{W^{*}(\hat{x})}\right| \leq C_{2}<1+\varepsilon \tag{26}
\end{equation*}
$$

if

$$
c<\min \left\{-\frac{1}{L} \ln (1-\varepsilon), \frac{1}{L} \ln (1+\varepsilon)\right\} .
$$

Thus, under the constraint Eq. (19), we have

$$
-\varepsilon<\left|\frac{W(\hat{x})}{W^{*}(\hat{x})}\right|-1<\varepsilon
$$

that is,

$$
\left|\left|\frac{W(\hat{x})}{W^{*}(\hat{x})}\right|-1\right|<\varepsilon
$$

Since there is no initial error in $W(L)$ with $W(L, \hat{z}) \equiv W^{*}(L, \hat{z}) \equiv 1\left(0 \leq \hat{z} \leq D_{1}\right)$, the deviations of $W(\hat{x})$ are completely determined by the errors $e(t)$, which arise from the calculation of $\theta(t)$, and Eq. (21) can be taken as a practical approximate estimate. If the accuracy of $\theta(t)$ can be controlled successfully, the accumulated errors for $W(\hat{x})$ will not be serious. For the slowly varied waveguides, $\theta(t)$ is also slowly varied and it is possible to control the accuracy and stability in numerical derivative computing. Furthermore, if the computed domain is very long and the errors are excessively accumulated, we can reset $W\left(\hat{x}^{\prime}, \hat{z}\right)=1$ in some $\hat{x}=\hat{x}^{\prime}$ where the interfaces and boundaries are flat in its neighborhood, since $W(\hat{x}, \hat{z})$ satisfying Eq. (13) has a constant solution $W(\hat{x}, \hat{z}) \equiv 1$ in the area with flat interfaces and boundaries. The marching process can then be continued from the new starting point.

From Eq. (16), we have
$W_{\hat{x} \hat{x}}=\left(W_{\hat{x}}\right)_{\hat{x}}=(\theta W)_{\hat{x}}=\theta_{\hat{x}} W+\theta W_{\hat{x}}=\left(\theta_{\hat{x}}+\theta^{2}\right) W$,
where $\theta_{\hat{x}}$ can be computed by Eq. (11). In this way, $W_{\hat{x}}$ and $W_{\hat{x} \hat{x}}$ can be computed from Eqs. (16) and (27).

To obtain the coefficients of Eq. (2) according to Eq. (3), we still need to compute $W_{\hat{z}}$ and $W_{\hat{z} \hat{z}}$ numerically. Once $W(\hat{x}, \hat{z})$ at $\hat{x}=\hat{x}_{j}$ is computed, this can be approximated by the three-point numerical derivatives Eqs. (9) and (10) in $L_{1}(0<\hat{z}<$ 1.0), $L_{2}(1.0<\hat{z}<H), L_{3}(H<\hat{z}<D)$, and $L_{4}\left(D<\hat{z}<D_{1}\right)$, respectively. After $W_{\hat{x}}, W_{\hat{x} \hat{x}}, W_{\hat{z}}$, and $W_{\hat{z} \hat{z}}$ are computed, we have

$$
\left\{\begin{array}{l}
W_{x x}=W_{\hat{x} \hat{x}} f_{x}^{2}+2 W_{\hat{x} \hat{z}} f_{x} g_{x}+W_{\hat{z}} g_{x}^{2}+W_{\hat{x}} f_{x x}+W_{\hat{z}} g_{x x}, \\
W_{z z}=W_{\hat{x} \hat{x}} f_{z}^{2}+2 W_{\hat{x} \hat{z}} f_{z} g_{z}+W_{\hat{z} \hat{z}} g_{z}^{2}+W_{\hat{x}} f_{z z}+W_{\hat{z}} g_{z z} . \tag{28}
\end{array}\right.
$$

Then, one can compute the coefficients of the transformed Helmholtz equation (Eq. (2)) according to Eq. (3).

## 5 Interface conditions

For Eq. (2), the top and bottom boundary conditions are

$$
\begin{equation*}
\left.V\right|_{\hat{z}=0}=0,\left.\quad V\right|_{\hat{z}=D_{1}}=0 \tag{29}
\end{equation*}
$$

The interface conditions between the first and the second layers (at $\hat{z}=1$ ) become

$$
\begin{align*}
& \left.(W V)\right|_{\hat{z}=1^{-}}=\left.(W V)\right|_{\hat{z}=1^{+}}, \\
& \left.\frac{1}{\rho_{1}}\left\{\frac{1}{2}\left[h_{1}^{\prime}(x) W_{x}-W_{z}\right] V-W\left[h_{1}^{\prime}(x) g_{x}-g_{z}\right] V_{z}\right\}\right|_{\hat{z} \rightarrow 1^{-}} \\
& =\left.\frac{1}{\rho_{2}}\left\{\frac{1}{2}\left[h_{1}^{\prime}(x) W_{x}-W_{z}\right] V-W\left[h_{1}^{\prime}(x) g_{x}-g_{z}\right] V_{\hat{z}}\right\}\right|_{\hat{z} \rightarrow 1^{+}} ^{1-} . \tag{30}
\end{align*}
$$

The interface conditions between the third and the fourth layers (at $\hat{z}=H$ ) become

$$
\begin{align*}
& \left.(W V)\right|_{\hat{z}=H^{-}}=\left.(W V)\right|_{\hat{z}=H^{+}}, \\
& \left.\frac{1}{\rho_{2}}\left\{\frac{1}{2}\left[h_{2}^{\prime}(x) W_{x}-W_{z}\right] V-W\left[h_{2}^{\prime}(x) g_{x}-g_{z}\right] V_{\hat{z}}\right\}\right|_{\hat{z} \rightarrow H^{-}} \\
& =\left.\frac{1}{\rho_{3}}\left\{\frac{1}{2}\left[h_{2}^{\prime}(x) W_{x}-W_{z}\right] V-W\left[h_{2}^{\prime}(x) g_{x}-g_{z}\right] V_{\hat{z}}\right\}\right|_{\hat{z} \rightarrow H^{+}} . \tag{31}
\end{align*}
$$

The conditions at the interface between the fourth and the fifth layers (at $\hat{z}=D$ ) are

$$
\begin{align*}
& \left.W V\right|_{\hat{z} \rightarrow D^{-}}=\left.W V\right|_{\hat{z} \rightarrow D^{+}},  \tag{32}\\
& -\frac{1}{2} W_{z} V+\left.W g_{z} V_{\hat{z}}\right|_{\hat{z} \rightarrow D^{-}}=-\frac{1}{2} W_{z} V+\left.W g_{z} V_{\hat{z}}\right|_{\hat{z} \rightarrow D^{+}} .
\end{align*}
$$

## 6 Numerical examples

Range discretization and matrix approximation to the operator $\alpha(\hat{x}, \hat{z}) \partial_{z}^{2}+\beta(\hat{x}, \hat{z}) \partial_{z}+\gamma(\hat{x}, \hat{z})$ are the
same as those in Zhu and Lu (2002). We omit it in this paper for simplicity.

The NLOTM has been tested on a number of examples. We present four of them below. In the first example, for the layer between $h_{1}(x)$ and $h_{2}(x)$ which satisfies the divisible assumption, it can be solved by both the ALOTM and the NLOTM. The solution obtained by the NLOTM is compared with that of the ALOTM. The second to the fourth examples are situations without satisfying the divisible assumption solved using our new method.

## Example 1 Let

$$
\kappa= \begin{cases}16, & 0<z<h_{1}(x) \\ 0.7 \times 16, & h_{1}(x)<z<h_{2}(x) \\ 0.2 \times 16, & h_{2}(x)<z<D_{1}\end{cases}
$$

with $\quad L=10, \quad n=30, \quad D_{0}=1.5, \quad H=2.5, \quad D=3$, $D_{1}=4, \quad N=400, \rho_{1}=1, \rho_{2}=1.7, \rho_{3}=2.7, \delta=0.025$, $h_{1}(x)=1-\varepsilon_{1} \exp \left(-\sigma_{1}(x / L-0.5)^{2}\right), h_{2}(x)=H-$ $\varepsilon_{2} \exp \left(-\sigma_{2}(x / L-0.5)^{2}\right), \varepsilon_{1}=\varepsilon_{2}=0.1, \sigma_{1}=\sigma_{2}=$ $10,0 \leqslant z \leqslant 4,0 \leqslant x \leqslant 10$, where $N$ is the number of points to discretize the $\hat{z}$ variable, $n$ is the number to truncate the $N \times N$ matrices that approximate the operators arising in the marching process (Zhu and $\mathrm{Lu}, 2002$ ). Note that all the derivatives with respect to $\hat{z}$ are computed directly on the values of the discretizing points in Examples 1-4, and that $h$ is a constant in each layer.

Here, $u(0, \hat{z})$ is given by the eigenfunction whose corresponding eigenvalue is the largest one at $x=L$ (Fig. 2). After flattening the two curved interfaces by the orthogonal transform we suggest, the marching scheme in Zhu and Lu (2002) can be implemented to compute the solution $u(\hat{x}, \hat{z})$ at $\hat{x}=L$. The corresponding solution is shown in Fig. 3. With the ALOTM solutions acting as the 'exact' solutions, the relative error of Example 1 is 0.0384 . As shown in Fig. 3, the real parts of $u(L, \hat{z})$ with range steps $\tau=1 / 8$ and $\tau=1 / 128$ fit closely, while the imaginary part has a slight discrepancy. The difference may come from: (1) errors from computing numerical derivatives, which suggests that a proper selection $\delta$ and control of the random error in computing derivatives are needed in a further study; (2) effects of the introduced additional interface conditions in the ALOTM, which results in different discretizations of deep variable $\hat{z}$ and corresponding different matrix approximations.

In Fig. 4, the NLOTM solution obtained with
$\delta=0.025$ acts as the 'exact' solution and the relative error of the solution obtained with $\delta=0.05$ is 0.0109. As shown in Fig. 4, the solutions obtained fit closely. The numerical test justifies the existence of neighborhood of the optimal step size. In practical computing, we need only to find one step size from the neighborhood instead of the optimal one. It is easy to verify that $\delta=0.05$ is a rational step size for the numerical derivative computed under the error level of the current problems.


(b)

Fig. 2 Sketch map of the waveguide (a) and $u(0, z)$ (b) in Example 1

Example 2 Let

$$
\kappa= \begin{cases}16, & 0<z<h_{1}(x) \\ 0.7 \times 16, & h_{1}(x)<z<h_{2}(x) \\ 0.2 \times 16, & h_{2}(x)<z<D_{1}\end{cases}
$$

with $L=10, n=30, H=1.1, D=1.2, D_{1}=1.5$, $N=200, \rho_{1}=1, \rho_{2}=1.7, \rho_{3}=2.7, \delta=0.05$, $h_{1}(x)=1-\varepsilon_{1} \exp \left(-\sigma_{1}(x / L-0.5)^{2}\right), h_{2}(x)=H-$ $\varepsilon_{2} \exp \left(-\sigma_{2}(x / L-0.5)^{2}\right), \varepsilon_{1}=\varepsilon_{2}=0.11, \sigma_{1}=\sigma_{2}=$ $2,0 \leqslant z \leqslant 1.5,0 \leqslant x \leqslant 10$.

Here, $u(0, \hat{z})$ is given by the eigenfunction whose corresponding eigenvalue is the second largest one at $x=L$ (Fig. 5). The corresponding solution at $x=L$ is shown in Fig. 6.

## Example 3 Let

$$
\kappa= \begin{cases}16, & 0<z<h_{1}(x) \\ 0.7 \times 16, & h_{1}(x)<z<h_{2}(x), \\ 0.2 \times 16, & h_{2}(x)<z<D_{1}\end{cases}
$$

with $L=10, n=30, H=1.08, D=1.2, D_{1}=1.5$, $N=200, \rho_{1}=1, \rho_{2}=1.7, \rho_{3}=2.7, \delta=0.05$,


Fig. 3 Comparison with the real part (a) and the imaginary part (b) of $u(L, z)$ for NLOTM in the range step $\tau=1 / 8$ (solid line) and ALOTM solution in Zhu and Li (2007) in the range step $\tau=1 / 128$ (bold points) in Example 1


Fig. 4 Comparison with the real part (a) and the imaginary part (b) of $u(L, z)$ by NLOTM with $\delta=0.05$ (bold points) and $\delta=0.025$ (solid line) in the range step $\tau=1 / 8$ in Example 1
$h_{1}(x)=1-\varepsilon_{1} \exp \left(-\sigma_{1}(x / L-0.5)^{2}\right), h_{2}(x)=H-$ $\varepsilon_{2} \exp \left(-\sigma_{2}(x / L-0.48)^{2}\right), \varepsilon_{1}=\varepsilon_{2}=0.1, \sigma_{1}=\sigma_{2}=$ $10,0 \leqslant z \leqslant 1.5,0 \leqslant x \leqslant 10$.

Here, $u(0, \hat{z})$ is given by the eigenfunction whose corresponding eigenvalue is the third largest one at $x=L$ (Fig. 7). The corresponding solution is as shown in Fig. 8.


Fig. 5 Sketch map of the waveguide (a) and $u(0, z)$ (b) in Example 2

(b)

Fig. 6 Comparison with the real part (a) and the imaginary part (b) of $u(L, z)$ for $\tau=1 / 8$ (dashed line), $\tau=1 / 16$ (bold points), $\tau=1 / 32$ (dotted line), and $\tau=1 / 128$ (solid line) by NLOTM in Example 2
Example 4 Let

$$
\kappa= \begin{cases}16, & 0<z<h_{1}(x) \\ 0.7 \times 16, & h_{1}(x)<z<h_{2}(x) \\ 0.2 \times 16, & h_{2}(x)<z<D_{1}\end{cases}
$$

with $L=10, n=30, H=1.1, D=1.2, D_{1}=1.5, N=200$, $\rho_{1}=1, \rho_{2}=1.7, \rho_{3}=2.7, h_{1}(x)=1-\varepsilon_{1} \exp \left(-\sigma_{1}(x / L-\right.$ $\left.0.5)^{2}\right), h_{2}(x)=H-\varepsilon_{2} \exp \left(-\sigma_{2}(x / L-0.5)^{2}\right), \varepsilon_{1}=$


Fig. 7 Sketch map of the waveguide (a) and $u(0, z)$ (b) in Example 3


Fig. 8 Comparison with the real part (a) and the imaginary part (b) of $u(L, z)$ for $\tau=1 / 8$ (dashed line), $\tau=1 / 16$ (bold points), $\tau=1 / 32$ (dotted line), and $\tau=1 / 128$ (solid line) by NLOTM in Example 3
$\varepsilon_{2}=0.11, \sigma_{1}=\sigma_{2}=10,0 \leqslant z \leqslant 1.5,0 \leqslant x \leqslant 10$.
Here, $u(0, \hat{z})$ is given by the eigenfunction whose corresponding eigenvalue is the second largest one at $x=L$ (Fig. 9). The corresponding solution is as shown in Fig. 10.

In Examples 2-4, four different values for the time-steps are considered and the corresponding numerical results are presented together in Figs. 6, 8, and 10 for comparison. As shown by these figures,


Fig. 9 Sketch map of the waveguide (a) and $u(0, z)$ (b) in Example 4


Fig. 10 Comparison with the real part (a) and the imaginary part (b) of $u(L, z)$ for $\tau=1 / 8$ (dashed line), $\tau=1 / 16$ (bold points), $\tau=1 / 32$ (dotted line), and $\tau=1 / 128$ (solid line) by NLOTM in Example 4
the solutions obtained with $\tau=1 / 8$ are not reasonably accurate, while the solutions with $\tau=1 / 16$ fit closely the more accurate solutions obtained with $\tau=1 / 32$ and $\tau=1 / 128$, at least similar to the shape of the waveforms. The figures indicate that reasonable NLOTM solutions are not obtained with the range step $\tau=1 / 8$ like the numerical examples solved by the ALOTM in Zhu and Li (2007; 2008). The reason is that the waveguides with indivisible interfaces are generally more irregular. In fact, for
the waveguides under the divisible assumption, the result in Example 1 shows that the NLOTM solution with $\tau=1 / 8$ is a very close approximation to the 'exact' ALOTM solution. The solutions obtained with $\tau=1 / 128$ act as the 'exact' solution. We compute the relative errors of $u(L, z)$ in the range step $\tau=1 / 16$ and they are $0.0238,0.0513$, and 0.0491 , respectively. The numerical examples show that good approximate solutions can be obtained by selecting quite large steps.

## 7 Discussions

The presupposition that there is a horizontal line between two adjoint interfaces is essential for the analytical local orthogonal transform method (ALOTM), which is used to compute wave propagation in multilayered waveguides. Our current study develops a practical numerical scheme for computing wave propagation in slowly varying acoustic waveguides without imposing the divisible assumption. The proposed numerical local orthogonal transform method (NLOTM) can be implemented with the marching processing and is generally more computationally efficient than the methods built on modified Schwarz-Christoffel mapping (Andersson, 2008; 2009) for large-scale range-dependent waveguides. This method is particularly useful for solving long-range wave propagation problems in slowly varying waveguides with multilayered medium structure. Numerical examples show that our method is feasible for solving the Helmholtz equation in slowly varing stratified waveguides using a large range step.

In an approximate comparison of the numerical Examples 2-4 with Example 1, we find that the convergence speed of Examples 2-4 using the NLOTM without meeting the divisible assumption is slower. Part of the reason lies in the irregularity of the computing domain in Examples 2-4 where the very close distance of two adjoint interfaces results in implementing the marching method in a relatively small range step. Furthermore, several problems for the NLOTM should be proposed and addressed for future studies:

1. In the coordinate transform, how to eliminate the side effects caused by the computing of the numerical partial derivatives? Since the considered waveguides are slowly varied, this gives rise to smoothing the computed data by some regulariza-
tion methods (Cullum, 1971) to smoothly reformulate the functions such as $x=m(\hat{x}, \hat{z}), z=n(\hat{x}, \hat{z})$, and $W(x, z)$ at $\hat{x}=\hat{x}_{j}$.
2. How to adaptively select optimal varying range steps of marching according to the characteristics of bottom or interfaces, and to eliminate the errors arising in the marching progress when the curved interfaces or boundaries become sharp abruptly?
3. In the traditional ALOTM, additional interfaces are introduced, which leads to the imposition of additional interface conditions. Thus, the corresponding effects of the additional interfaces and the problem of how to improve the additional interface conditions need to be investigated in future research.
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