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Abstract:    We propose a model structure with a double-layer hidden Markov model (HMM) to recognise driving intention and 
predict driving behaviour. The upper-layer multi-dimensional discrete HMM (MDHMM) in the double-layer HMM represents 
driving intention in a combined working case, constructed according to the driving behaviours in certain single working cases in 
the lower-layer multi-dimensional Gaussian HMM (MGHMM). The driving behaviours are recognised by manoeuvring the 
signals of the driver and vehicle state information, and the recognised results are sent to the upper-layer HMM to recognise driving 
intentions. Also, driving behaviours in the near future are predicted using the likelihood-maximum method. A real-time driving 
simulator test on the combined working cases showed that the double-layer HMM can recognise driving intention and predict 
driving behaviour accurately and efficiently. As a result, the model provides the basis for pre-warning and intervention of danger 
and improving comfort performance. 
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1  Introduction 
 

This study aims to develop a method for recog-
nising driving intention and predicting driving be-
haviour. More efforts are under way to research and 
develop advanced vehicle chassis electronic control 
systems, such as the X-by-wire system, direct yaw 
moment control, and emergency brake assist, which 
make driving safer and more comfortable. However, 
all of them rely heavily on driving intention recogni-
tion and driving behaviour prediction, in order to 
choose a suitable control strategy to assist and/or 
warn the driver. Alongside the aforementioned cir-
cumstances, driving intention recognition and be-
haviour prediction have attracted much attention, and 

in consideration of the sequential characteristic of 
driving behaviour, the hidden Markov model (HMM), 
which is suitable for dynamic time series modelling, 
has been widely used in the recognition and predic-
tion of driver behaviour. Kishimoto and Oguri (2008) 
focused on the prediction of the future stop probabil-
ity through a simple dynamic Bayesian network, ve-
hicle speed, and pedal strokes of the acceleration and 
brake pedals. Pentland and Liu (1999) described 
driver behaviour as a dynamic model sequenced with 
a Markov network and used dynamic Markov models 
to recognise and predict human behaviours. Takano et 
al. (2008) presented a hierarchical model with the 
HMMs for both recognition and generation of the 
driving patterns about steering. Raksincharoensak et 
al. (2008) recognised driver steering behaviours with 
the application of the HMM, to achieve direct yaw 
moment control. Overall, the present research on 
recognition and prediction is about a single working 
case, in which only steering or accelerator/brake 
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pedal behaviour is considered. Few investigations 
have addressed online long-term driving intention 
recognition in a combined working case of steering, 
braking, and acceleration, by manoeuvring only sig-
nals of the driver and vehicle state information, and 
prediction of driving behaviour in the next time step. 

This study establishes a double-layer HMM us-
ing driving behaviour data and vehicle state informa-
tion (Rabiner, 1989), where the multi-dimensional 
Gaussian HMMs (MGHMMs) in the lower layer 
represent various short-term driving behaviours in a 
single working case. The multi-dimensional discrete 
HMMs (MDHMMs) in the upper layer indicate 
long-term driving intention in a combined working 
case, in which both steering and accelerator/brake 
pedal behaviour are considered. When all the pa-
rameters of the HMMs in each layer have been opti-
mised, the short-term driving behaviour and 
long-term driving intention are recognised online 
layer by layer using LabVIEW (Beyon, 2000). In 
addition, we propose a method for driving behaviour 
prediction based on the established double-layer 
HMMs. Accuracy and efficiency are verified by an 
online driving simulator test, which creates the basis 
for control mode transitions and accident warning. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2  Double-layer hidden Markov model 
 

In the case of driving in a specific environment, 
the driver schedules the task in terms of determining 
when and which manoeuvres are most appropriate (Xi 
and Levinson, 2006). That is, long-term driving in-
tention is divided into several long chains of simpler 
short-term driving behaviour which take place in a 
particular order, and each chain relates only to one 
type of driving behaviour such as driver’s steering 
behaviour. Then, the driver executes the driving be-
haviour arranged before; that is, the accelerator/brake 
pedal and steering wheel are moved to a position at an 
appropriate rate, for example, releasing the accelera-
tor pedal quickly in a single working case. Consid-
ering that HMM is based on module design philoso-
phy and statistical theory, and is suitable for dynamic 
time series modelling (Rabiner, 1989; Oliver et al., 
2004; Cappé et al., 2005), we develop a double-layer 
HMM to model driving behaviour and driving inten-
tion in the lower and upper layers, respectively. The 
lower layer of the architecture is connected to the 
upper layer via its inferential results. The structure of 
a double-layer HMM is shown in Fig. 1. 
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Fig. 1  Double-layer hidden Markov model (HMM) structure 
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In the lower layer, there are two banks of 
MGHMMs for recognising the steering and brak-
ing/acceleration driving behaviours and a bank for 
speed classification. All of the models are executed 
simultaneously with relevant manoeuvring signals of 
the driver and vehicle speed after data processing. At 
each instant, the model with the highest likelihood in 
each model bank is selected as the current short-term 
driving behaviour. After a while, three sequences of 
driving behaviours of steering, braking/acceleration, 
and speed grading are localized by selection in this 
way. The inferential results from the lower layer (i.e., 
three sequences of driving behaviours) are passed to 
the upper layer. The models at this level are also dis-
criminative HMMs, with one MDHMM per driving 
intention in a combined working case. Likelihoods 
that each MDHMM occurs with the inferential results 
are calculated, and the one with the maximum like-
lihood is chosen as the current driving intention. 
These will be explained in detail in the following. 

2.1  Hidden Markov model (HMM) 

An HMM can be considered as a simple dynamic 
Bayesian network with two concurrent stochastic 
processes, a Markov process and a general stochastic 
process. That is, in an HMM, the state is not directly 
visible, but the output, dependent on the state, is 
visible. Each state has a probability distribution over 
the possible observations by the general stochastic 
process, and the probability of transferring state can 
be represented through the Markov process. There-
fore, the observation sequence generated by an HMM 
gives some information about the sequence of states 
and the model (Rabiner, 1989). In our application, we 
build MGHMM for each short-term driving behav-
iour and MDHMM for each long-term driving inten-
tion. The hidden states in the model are concerned in a 
particular sub-operation at a different level. 

2.2  Multi-dimensional Gaussian HMM for driv-
ing behaviour 

By analysis and summarization of the driving 
process, it is known that the driver operates the 
brake/accelerator pedal and steering wheel in parallel. 
In addition, braking and acceleration behaviours are 
independent of each other and occur one after another. 
Thus, driving behaviour may be divided into two 
sharply different categories, steering manoeuvre and 
braking/acceleration manoeuvre (which combines 

acceleration behaviour with braking behaviour). 
These two categories can also be divided into several 
simpler short-term driving behaviours which take 
place in a particular order. Thus, we train nine brak-
ing/acceleration driving behaviour HMMs for all the 
short-term braking/acceleration manoeuvres, which 
are pressing down the brake pedal quickly, pressing 
down the brake pedal normally, keeping the brake 
pedal at a fixed position, releasing the brake pedal, no 
action, pressing down the accelerator pedal, releasing 
the accelerator pedal normally, releasing the accel-
erator pedal quickly, and keeping the accelerator 
pedal at a fixed position, with corresponding data for 
certain manoeuvres. Three steering driving behaviour 
HMMs, i.e., driving straight ahead, steering quickly, 
and steering normally, are trained for all the short- 
term steering manoeuvres. 

The observation sequences of driving behaviour 
HMMs are manoeuvring signals of the driver and 
vehicle speed. It is clear that the signals are continu-
ous, in order to prevent degradation associated with 
signal quantisation, and driving behaviour MGHMMs 
are built using MGHMM theory (Rabiner, 1989). 

As is known, when establishing the HMM- 
based model, parameter determination is the foremost 
task. On modelling braking/acceleration driving be-
haviour, sensor signals including accelerator pedal 
position, brake pedal position, and brake pedal force 
are extracted to train braking/acceleration driving 
behaviour MGHMMs. In these braking/acceleration 
MGHMMs, observation sequences can be repre-
sented by 

 

G ( ) { ( ),  ( ),  ( )},O t a t b t c t                 (1) 

 
where a(t) represents the accelerator pedal position, 
b(t) the brake pedal position, and c(t) the brake pedal 
force (Meng et al., 2006). 

All the braking/acceleration driving behaviour 
MGHMMs are trained independently of each other 
using the Baum-Welch algorithm which is an ‘itera-
tive update’ algorithm to construct an HMM fitting 
given observation sequences (Rabiner, 1989). Thus, 
the parameters of a certain short-term driving be-
haviour model are optimised gradually, to make the 
probability of adopting the driving behaviour reach 
100%, for given sensor data. Similarly, MGHMMs 
for three steering driving behaviours are built for all 
steering manoeuvres with particular sensor data,  
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including the steering wheel angle and steering angle 
velocity.  

Then, the criterion for speed classification is 
designed. Speed is numbered based on its value. That 
is, if speed is in the range of 80–90 km/h, then the 
speed rank is 8. Furthermore, as the observation se-
quences of HMM cannot be 0, the speed in the range 
of 0–10 km/h should be represented by a special 
number. 

Thus, there are three modules in the lower layer 
for recognising short-term driving behaviours and 
speed classification. When new sensor data is sent to a 
corresponding module after sorting by driving be-
haviour, the likelihoods of all the MGHMMs in each 
bank are calculated using the forward-backward al-
gorithm (Rabiner, 1989), which shows the computa-
tion of the probability that the observed sequence is 
produced by the model. Finally, the model with the 
maximum likelihood in each bank is selected as the 
recognised driving behaviour. Thus, current brak-
ing/acceleration driving behaviour, steering driving 
behaviour, and speed rank are determined.  

Long sensor data acquired from a certain com-
bined working case is sorted into three groups ac-
cording to a single working case. Then each group is 
divided into several short segments; each segment is 
0.08 s long. The data segments occurring at the same 
time are sent to three corresponding modules and 
determine current driving behaviours, as shown in 
Fig. 1. In this way, three chains of recognition results 
can be obtained through segment by segment  
recognition. 

2.3  Multi-dimensional discrete HMM for driving 
intention 

In certain combined working cases, drivers have 
specific driving behaviour sequences, e.g., braking in 
a turn, in which driving behaviours take place in the 
following order: (1) only steering, (2) steering and 
releasing the accelerator pedal, (3) steering and no 
action on the brake/accelerator pedal, (4) steering and 
pressing the brake pedal down.  

Thus, based on the fact that the driver makes 
preferred behaviour sequences under certain driving 
intentions, we take inferential driving behaviour 
chains as the observation sequences of the MDHMMs 
in the upper layer, which are built for driving inten-
tion including emergency braking, obstacle avoid-
ance, Hill-starting, and braking in a turn. In the driv-

ing intention MDHMM, the observation sequence can 
be represented by 

 

D ( ) { ( ), ( ), ( )},O t x t y t z t                  (2) 

 
where x(t) represents the symbol string for recognised 
braking/acceleration driving behaviours, y(t) the 
symbol string for recognised steering driving behav-
iours, and z(t) the speed grading. Then, the iterative 
formulas for forward variable αt(i) and backward 
variable βt(i) in HMM theory can be revised as 
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where αt+1(j) is the probability of the partial observa-
tion sequence O1O2…OtOt+1 at state Sj at time t+1, βt(i) 
is the probability of the partial observation sequence 
from t+1 to the end, given state Si at time t, αt+1(j) and 
βt(i) can be solved inductively, aij is the state transi-
tion probability distribution from Si to Sj, and bi(ODt(l)) 
is the observation symbol probability distribution of 
the occurrence of observable value ODt(l), given state 
Si at time t (Rabiner, 1989). 

The re-estimation formulas for the initial state 
distribution Π and the state transition probability 
distribution A are the same as before. Nevertheless, 
the re-estimation formula for the observation symbol 
probability distribution is changed to 

 
( ) ( )( ) count( | ) / count( ),l l
jb k k j j          (5) 

 

where count(k(l)|j) represents the expected amount of 
occurrences of observable manoeuvring behaviour k 
at state j, and the observable manoeuvring behaviour 
k belongs to one driving behaviour set l (l=1, 2, 3). 

Thus, the MDHMM can be described as 
 

D 2 2 1 2 3( , , , , ),  Π A B B B                 (6) 
 

where B1, B2, and B3 are the observation symbol 
probability distributions for the three observation 
sequences of the upper-layer MDHMM. We revise the 
Baum-Welch algorithm using Eqs. (3)–(5) and opti-
mise four MDHMMs using the revised Baum-Welch 
algorithm. 
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Fig. 2 summarizes the training process of dou-
ble-layer HMM for a certain combined working case. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Take the HMMs for ‘releasing the accelerator 

pedal quickly’ and ‘braking in a turn’ as the examples. 
MGHMM is chosen to model the short-term driving 
behaviour ‘releasing the accelerator pedal quickly’, 
and the numbers of states and mixtures determined 
are both three. Thus, the parameters of the MGHMM 
include initial state distribution ∏1 (3×1), state tran-
sition probability distribution A1 (3×3), mixture co-
efficient matrix C (3×3), mean matrix μ (3×3×3), and 
covariance matrix σ (3×3×3×3). Similarly, the long- 
term driving intention ‘braking in a turn’ is built by 
MDHMM. As previously mentioned, there are five 
parameters: initial state distribution ∏2 (3×1), state 
transition probability distribution A2 (3×3), and three 
observation symbol probability distributions B1 
(3×8), B2 (3×3), and B3 (3×2). The parameters of the 
MGHMM for the short-term driving behaviour ‘re-
leasing the accelerator pedal quickly’ are shown as 
follows: 
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The parameters of the MDHMM for the long- 
term driving intention ‘braking in a turn’ are shown as 
follows: 
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According to the modelling concept of ‘double- 

layer HMM’, short-term driving behaviour in the 
lower layer can be recognised synchronously in a 
modular approach, which could raise the calculating 
efficiency. Also, the double-layer HMM enables the 
linking of short-term driving behaviours to long-term 
driving behaviours, which is arranged by certain 
driving intention in a certain combined working case. 
More importantly, when new data needs to be con-
sidered, we model MDHMMs in the upper layer and 
need only to consider the new data as a new module in 
the lower layer, and then take corresponding recog-
nition results as a new dimension of the observation 
sequences of the upper-layer MDHMM (instead of 
retraining all the MGHMMs in the lower layer by 
which all the sensor data is considered), thus reducing 
the workload for training. 
 
 

3  Modelling and statistical analysis 
 

Relying on the stationary, real environment 
driving simulator (Guo et al., 1999), 10 subjects (five 
males and five females) who have driving license 
participated in the experiment (Kuge et al., 2000). 
The subjects were aged 20–60. Ten runs were  

Fig. 2  The training process of double-layer hidden 
Markov model (HMM) 
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executed for each combined working case per subject. 
Driving behaviours were measured as follows: 

1. Emergency braking: While a subject stayed in 
one lane on a straight segment, one auxiliary ex-
perimenter shouted “stop”, without any prior warn-
ing, which meant a danger ahead. The subject was 
instructed to brake immediately in the same lane 
(security, single working case). 

2. Hill-start: For a vehicle equipped with a 
Hill-start assist system (HAS) parking on the slope, 
the subject should take the following steps to start the 
Hill-start assist function (Ge, 2006): (1) press down 
the brake pedal rapidly and effectively, (2) release the 
brake pedal quickly, (3) move the foot to the accel-
erator pedal, and (4) step on the accelerator pedal. 
After these, release the hand brake and the vehicle 
will be able to start smoothly. The vehicle should stay 
in the same lane throughout the process (comfort, 
single working case). 

3. Brake in a turn: While a subject drove round a 
curve, the auxiliary experimenter shouted “stop”, as 
described above. The subject was instructed to brake 
immediately but follow the lane (security and com-
fort, combined working case). 

4. Obstacle avoidance: The subject drove 
through the test track designed based on ISO 3888-2 
(security, single working case). 

The entire sensor data acquired in the experi-
ment comprised the database for training. The data 
was prepared following the steps shown in Fig. 3. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Concerned about noise in sensor data and phase 
delay caused by filtration, a forward-backward filter, 
which is a combination of two filters having opposite 
filtering direction (Chen et al., 2009), was used to 
eliminate the noise. After data processing including 
amplification and filtration, the data was processed by 
sorting into three groups for pedals, steering wheel, 
and speed, respectively; thus, three data sets were 
obtained. The data in each data set was cut into sev-
eral segments, and the data segments were sorted 
according to the short-term driving behaviour to make 
one segment set concerned with only one short-term 
driving behaviour. For data segments relating to a 
certain driving behaviour, an abnormal data segment 
was discarded using the t-test method with the se-
lected characteristic parameter (Wang, 2000). For 
example, the maximum accelerator pedal speed was 
chosen as the characteristic parameter for the driving 
behaviour ‘releasing the accelerator pedal quickly’. 
We then used the K-means method to set the limits for 
normal behaviour and emergency behaviour from the 
view of the driver, to verify the correctness of the 
recognition results. Fig. 4 shows the limits of sensor 
data for driving straight ahead, steering quickly, and 
steering normally. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

4  Online recognition 
 
After all MGHMMs and MDHMMs have been 

trained, all the optimised parameters were imported 
into the workspace of MATLAB. Then driving  Fig. 3  The process of data preparation
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intention was recognised online, using also Lab-
VIEW, a platform and development environment for a 
visual programming language developed by National 
Instruments (Beyon, 2000). Master/Slave design pat-
tern in LabVIEW was used. In the Master loop, we 
collected six-channel sensor data from the driving 
simulator through dynamic link library technology. 
After amplification and filtration, the processed data 
was transferred to the Slave loop by queue structure. 
In the Slave loop, the data obtained from the Master 
loop was sorted and sent to the corresponding 
MGHMMs module. Through parallel computing, 
three chains of recognition results were obtained. 
Then, the current driving intention in a combined 
working case was recognised and shown with the 
recognition results received. 

As HMM theory is based on the expectation 
maximization algorithm and driving intention 
MDHMM in the upper layer is not for all working 
cases, we set the limits of likelihoods for four driving 
intentions by means of many online tests (Rabiner, 
1989). Just over the limit of likelihood, homologous 
driving intention in certain combined working cases 
can be confirmed. 

After repeated experiments, a plot of mean ac-
curacy rate of recognition versus time step was ob-
tained (Fig. 5). A time step of 0.08 s was chosen to 
intercept sensor data and recognise driving behaviour 
in a single working case, which led to higher accuracy 
rate and met the requirement of real-time control as 
well. We had undertaken 630 braking/acceleration 
and 200 steering online recognitions for short-term 
driving behaviour. The accuracy rate obtained was 
around 99.85%. 

 
 
 
 
 
 
 
 
 
 
Table 1 shows some recognition results of steer-

ing driving behaviour, including four data segments 
from the testing data set of driving straight ahead, four 
from steering normally, and four from steering 
quickly. These 12 data segments were selected ran-

domly and their log-likelihoods derived by all trained 
steering driving behaviour MGHMMs are given. The 
better did the data segment match the MGHMM, the 
larger was the log-likelihood (Rabiner, 1989). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 6 shows the recognition results for one 
steering sensor data segment from the double-lane 
change working case. A high accuracy rate was  
obtained. 

 
 
 
 
 
 
 
 
 
 
 
 
 
Using the method described above, we recog-

nised online long-term driving intention with six- 
channel sensor data. Fig. 7 shows the sensor data from 
one test of one project and the recognition results of 
driving behaviour and driving intention related to the 
sensor data. Fig. 7d presents the recognition results of 
short-term driving behaviour and observations of the 
driving intention model.  

Fig. 5  Mean accuracy rate of recognition vs. time step
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Fig. 6  Recognition results of steering multi-dimensional 
Gaussian HMM  
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Table 1  Recognition results of steering driving behaviour 
multi-dimensional Gaussian HMM 

Log-likelihood Data 
segment DSA SN SQ 

DSA 1 −939 −6462 −21 873 

DSA 2 −1901 −5491 −8392 

DSA 3 −1696 −14 763 −35 687 

DSA 4 −574 −7770 −17 735 

SN 1 −36 065 −1344 −7426 

SN 2 −24 207 −949 −3020 

SN 3 −11 775 −1400 −6372 

SN 4 −19 719 −4521 −8335 

SQ 1 −21 965 −5251 −1249 

SQ 2 −28 062 −17 912 −1859 

SQ 3 −74 251 −38 526 −1790 

SQ 4 −68 607 −31 266 −1820 

DSA: driving straight ahead; SN: steering normally; SQ: steering 
quickly. In each row, the maximum log-likelihood value is denoted, 
and the best recognitions are marked in gray 
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5  Prediction of driving behaviour 

 

In the driving process, danger may exist due to 
previous wrong operations. For this reason, wrong 
driving behaviour recognition and potential hazard 
warning are very important for automobile safety, to 
remind the driver to take some remedial action or 
intervene directly in the driving task to avoid risk. For 
example, because of an emergency, the driver takes 
emergency braking during cornering at highway 
speed. In such a case, the vehicle weight will be re-
distributed and the probability of instability is in-
creased. If prompted to slow down on corner entry 
and apply suitable brake pressure on certain wheels as 
the accelerator pedal is released quickly, to generate 
additional yaw moment, vehicle stability can be im-
proved effectively. 

According to the double-layer HMM structure 
and acquired steering wheel signals and accelerator 
pedal signals, it is learnt that the driver should release 
the accelerator pedal quickly in a turn. Thus, the 
system makes it clear that the brake pedal is pressed 
down quickly after a while and gives appropriate 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

brake pressure on specified wheels to reduce brake 
clearance. Yet, this is a prediction for a behaviour that 
will occur after a long time and is used mainly for 
emergency situations. To predict an action in the near 
future (0.08 s in this study), verify the above predicted 
driving behaviour that will occur after a long time, 
and predict normal driving behaviour such as driving 
behaviour taken in the ‘braking in a turn’ combined 
working case, the algorithm for predicting driving 
behaviour in the near future is proposed as follows: 

Step 1: The optimised parameters in the current 
combined working case are selected from the work-
space, such as parameters of ‘braking in a turn’ 
MDHMM. 

Step 2: Take the observation sequences of upper- 
layer MDHMM and add accordingly a set of obser-
vation symbols to the end of the original observation 
sequences of MDHMM. The added observation 
symbol set includes a symbol for recognised steering 
driving behaviour, a symbol for recognised brak-
ing/acceleration driving behaviour, and a symbol for 
speed grading (just like Fig. 7d). Therefore, a new 
observation sequence of upper-layer MDHMM can 

Fig. 7  Sensor data and recognition results of driving behaviour and driving intention 
(a) Experiment data and recognised braking/acceleration driving behaviour; (b) Experiment data and recognised steering driving 
behaviour; (c) Experiment data and results of speed classification; (d) Recognition result of driving intention based on recog-
nised driving behaviour 
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be obtained. One set of observation symbols repre-
sents one possibility. Consider all the driving behav-
iours that may occur. Driving straight ahead, steering 
quickly, and steering normally can all be the next 
steering driving behaviour. We can add observation 
symbol 1, 2, or 3 each time to the original steering 
observation sequences of MDHMM. Several new ob-
servation sequences of upper-layer MDHMM can be 
obtained. 

Step 3: Likelihoods of all the new observation 
sequences obtained in step 2 are computed using the  
forward-backward algorithm. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Step 4: The observation sequence with the 
maximum likelihood is chosen. The set of observation 
symbols added to the original observation sequence is 
the result for behaviour prediction in a certain com-
bined working case. 

In line with the driving process of Hill-starting 
(Ge, 2006), the braking/acceleration driving behav-
iour and steering driving behaviour in the near future 
of the Hill-starting combined working case can be 
predicted using the method mentioned above. Fig. 8 
shows the prediction results. The method for driving 
intention recognition and manoeuvring behaviour 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8  The sensor data and the predicted braking/acceleration and steering driving behaviours 
(a) Brake pedal and accelerator pedal sensor data; (b) Predicted and real braking/acceleration driving behaviour; (c) Steering 
angle and speed sensor data; (d) Predicted and real steering driving behaviour. Six-channel sensor data in (a) and (c) is from one 
test of one project 
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prediction performs well for accuracy, with only 
manoeuvring signals of the driver and vehicle state. 
Yet, under some emergency situations, we still need 
camera equipment and other signals to obtain driver 
expressions and predict driving behaviour. 

The system using our proposed method achieves 
control mode smooth transitions between automated 
and manual operations of semi-automatic vehicles by 
predicting driving behaviour. This may give new 
drivers some suggestions, because all the HMMs are 
trained with the driving data from professional driv-
ers. The most suitable driving behaviours, however, 
still depend on the current driving environment. 
 
 
6  Conclusions 
 

A double-layer HMM is developed for driving 
intention recognition and behaviour prediction using 
manoeuvring signals and vehicle state measured by a 
driving simulator. Each multi-dimensional Gaussian 
HMM (MGHMM) bank in the lower layer corre-
sponds to short-term driving behaviour in a single 
working case, and upper-layer multi-dimensional 
discrete HMMs (MDHMMs) are built for long-term 
driving intention in a combined working case. With a 
double-layer HMM and online test data, driving be-
haviour is recognised using lower-layer MGHMMs, 
followed by driving intention recognition with the 
recognition results of the lower layer. The driving 
behaviour associated with a long or near future is also 
predicted. Experimental results show that our method 
has achieved high precision and real-time control. 
Note that the prediction results in this paper are for 
driving behaviour. Other algorithms should be com-
bined with the proposed method to predict sensor- 
level data. Our method should be expanded to other 
combined working cases to enable ultimately auxil-
iary driving and active safety with the help of a con-
trol system. 
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