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Abstract:    Membrane algorithms are a class of distributed and parallel algorithms inspired by the structure and behavior of living 
cells. Many attractive features of living cells have already been abstracted as operators to improve the performance of algorithms. 
In this work, inspired by the function of biological neuron cells storing information, we consider a memory mechanism by in-
troducing memory modules into a membrane algorithm. The framework of the algorithm consists of two kinds of modules 
(computation modules and memory modules), both of which are arranged in a ring neighborhood topology. They can store and 
process information, and exchange information with each other. We test our method on a knapsack problem to demonstrate its 
feasibility and effectiveness. During the process of approaching the optimum solution, feasible solutions are evolved by rewriting 
rules in each module, and the information transfers according to directions defined by communication rules. Simulation results 
showed that the performance of membrane algorithms with memory cells is superior to that of algorithms without memory cells for 
solving a knapsack problem. Furthermore, the memory mechanism can prevent premature convergence and increase the possibility 
of finding a global solution. 
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1  Introduction 
 

Membrane computing, a new branch of natural 
computing, has become a hot topic in recent years. 
The computing models investigated in membrane 
computing (usually called P systems) are now known 
as a group of bio-inspired distributed and parallel 
computing models. They are abstracted from the 
structure and functions of living cells, as well as the 
organization of cells in tissues and organs, including 

the human brain (Pan and Pǎun, 2009; Niu et al., 2011; 
Pan et al., 2011a; Zhang et al., 2011). Until now, P 
systems have produced many theoretical results and 
had many applications, such as computing functions 
(Zhang et al., 2010), computing/generating sets of 
natural numbers (Zhang et al., 2009a), generating 
languages (Zhang et al., 2009b), as well as solving 
practical problems (Zhao and Wang, 2011; Yang and 
Wang, 2012a). 

P systems with cell reproduction can (theoreti-
cally) generate exponential work space, thus making 
it possible to trade space for time, and provide a way 
to solve computationally hard problems in feasible 
(polynomial or linear) time. Ishdorj et al. (2010) 
solved two well-known PSPACE-complete problems 
by spiking neural P systems using pre-computed re-
sources. Neuron division and budding are introduced 
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into spiking neural P systems such that exponential 
work space can be generated in an efficient way. 
Spiking neural P systems with neuron division and 
budding can solve computationally hard problems, 
such as the satisfiability problem (Pan et al., 2011b). 
Spiking neural P systems with weights were consid-
ered by Wang et al. (2010). Spiking neural P systems 
consisting of two kinds of neurons, and time-free 
spiking neural P systems have proved to be Turing 
universal by Pan and Pǎun (2010) and Pan et al. 
(2011c), respectively. The above solutions were given 
in an exact way at the theoretical level. However, it is 
useful to have approximate optimum solutions for 
realistic problems. Membrane computing has inspired 
some operations that have been proved to be useful 
for algorithms finding approximate optimum solu-
tions. Algorithms with operations inspired by mem-
brane computing are called membrane algorithms. 

The membrane algorithm was initiated for the 
traveling salesman problem (Nishida, 2006). The 
results showed that such algorithms are rather effi-
cient in solving that problem. In recent years, many 
kinds of membrane algorithms have been presented 
for various problems and have proved to be successful 
in finding optimal solutions. Inspired by the hierarchy 
of a living cell, three membrane algorithms were 
constructed to deal with single-objective problems 
(Huang and Wang, 2006), multi-objective numerical 
optimization problems (Huang et al., 2007), and dy-
namic multi-objective optimization problems (Huang 
et al., 2011), respectively. Combining differential 
evolution algorithms with tissue P systems, another 
membrane algorithm was proposed for solving manu-
facturing parameter optimization problems (Zhang et 
al., 2013). Many membrane algorithms have been 
proposed for solving practical problems, such as 
broadcasting problems (Zhang et al., 2012a), image 
processing (Zhang et al., 2012b), and parameter es-
timation for fluid catalytic cracking unit (FCCU) 
reactor-regenerator models (Yang and Wang, 2012b). 
The results reported show their excellent performance. 

Zhang et al. (2008) used knapsack problems to 
compare two frameworks of membrane algorithms, 
the nested framework and the one-level framework. 
The simulation results showed that both frameworks 
are efficient in solving computationally hard prob-
lems, but that a membrane algorithm with a one-level 
framework performs better than a membrane algo-

rithm using a nested framework. Membrane algo-
rithms with a one-level framework can increase the 
population diversity at the beginning of the computa-
tion. As the process continues, the best found solution 
is used as a start point for further searching. In this 
way, feasible solutions easily converge on a single 
point once a better solution is found. This property 
can provide an easy way to converge to local optima 
but fails to enhance the capacity of global searching. 

In this work, inspired by the fact that neurons in 
the human brain can work in a distributed manner to 
process and store information, we consider a variant 
of a membrane algorithm with a memory mechanism, 
called ‘membrane algorithm with memory mecha-
nism’ (RMA). The RMA uses quantum-inspired bit 
(Q-bit) to represent individuals in a population. 
Unlike binary, numeric, or symbolic representation, 
Q-bit, as a probabilistic representation, can represent 
a linear superposition of states (binary solutions). In 
this way, a Q-bit individual expresses more than one 
state, thereby providing more population diversity 
than other representations. The algorithm consists of 
two kinds of modules, computation and memory 
modules, in which cells are arranged in a circular 
topology and can store and process information, as 
well as exchange information among themselves. The 
computation modules are used to explore the search 
space by using Q-gate as an updating operator. 
Memory processors are used as local memories to 
form a stable network retaining the best positions 
found so far. The process of searching for the opti-
mum solution is determined by various rules in dif-
ferent cells, where feasible solutions denoted by Q-bit 
are evolved by the rewriting rule in each cell. The 
information transfers among different cells according 
to directions defined by the communication rules. We 
carried out a number of simulations to test the per-
formance of the RMA by solving knapsack problems 
with different items, and compared our results with 
those from using a typical genetic algorithm and other 
two Q-bit representation algorithms. Simulation re-
sults showed that the RMA performed well compared 
to the typical genetic algorithm. It also performed 
well in terms of stability and its ability to search for 
solutions compared to a traditional quantum-inspired 
evolutionary algorithm and another membrane algo-
rithm with a one-level framework, also using Q-bit 
representation.  
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2  A membrane algorithm for solving knap- 
sack problems 

 
A knapsack problem is a typical combinatorial 

optimization problem, and can be formulated as Eqs. 
(1) and (2). Given a set of m items and a knapsack 
with a weight limitation, with each item having a 
weight and a value, maximize the profit function 
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k k
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where pk, wk, and C are non-negative integers, pk is the 
profit of the kth item, wk is the weight of item k, and C 
is the capacity of the knapsack, xk{0, 1}, for k=1, 
2, …, m, and m is the number of items. If xk=1, the kth 
item is selected for the knapsack; xk=0 means that the 
kth item is not selected for the knapsack. In the fol-
lowing, we introduce an algorithm for solving knap-
sack problems. We first introduce the membrane 
structure of the RMA, and then present the procedure 
and rules. 

2.1  Membrane structure 

With the aim of preventing premature conver-
gence to increase the possibility of finding a global 
solution, a more restrictive communication topology 
can be used to control the speed of information 
propagation in algorithms. Using more restrictive 
communication to slow down the convergence speed 
of algorithms is not new; many restrictive commu-
nication topologies have proved to be effective, such 
as ring, star, or von Neumann (Li, 2010). Considering 
premature convergence of membrane algorithms with 
a one-level framework, we use the ring topology to 
connect two kinds of cells, computation cells (mod-
ules) and memory cells (modules), in a particular 
communication manner. Every computation cell, 
labeled 1, 2, …, num, has its relative memory cell, 
labeled m1, m2, …, mnum, respectively. Each compu-
tation cell i interacts only with its immediate memory 
neighbors mi−1 and mi+1, and its relative memory cell 
mi, but no computation cells. Each memory cell mi 
also connects two neighboring computation cells i−1, 
i+1 and its corresponding computation cell i. Three 

examples of this ring topology are shown in Fig. 1, 
with num=2, 4, or 6. 

 
 
 
 
 
 
 
 
 
 
 
 
 

The memory cells can be used as ‘anchor’ points, 
providing the best solutions found so far. Meanwhile, 
each of the feasible solutions can be further improved 
by the computation cell. The updating processes oc-
cur only in computation cells. In each computation 
cell, a population of solutions is updated and outputs 
the best current solution. Then, the memory cells 
choose the best solution among the three solutions 
obtained in the neighboring computation cells and the 
solution maintained in them. A computation cell can 
be updated only if the next generation is the best one 
within its neighborhood, and has not been improved 
upon by a better neighbor. So, this is desirable for not 
only forming a stable network, but also slowing down 
the speed of convergence to prevent premature  
convergence. 

The best solution in the neighborhood of the ith 
point is the same as those of its two immediate 
neighboring members, (i−1)th and (i+1)th points, but 
differs from those of members in the neighborhoods 
further out (Fig. 2). Since the individuals search in 
their local neighborhood instead of throughout the 
population, the feasible solutions in different memory 
cells can differ. Searching for solutions in this way, 
this ring framework with two types of cells can help 
maintain better population diversity, and provides a 
 

 
 

 
 
 
 
 

Fig. 1  Three examples of the ring topology 
(a) A conventional ring topology using no local memory and 
with the number of computation cells num=2; (b) The simplest 
structure using local memory, with num=4; (c) A more com-
plicated structure with num=6 

(a)                          (b)                                   (c) 

Fig. 2  The communication strategy 
Each member communicates with its two immediate 
neighbors (left and right) 

i−1 i+1 i
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mechanism to slow down information propagation in 
the population. 

2.2  Procedure of the RMA 

Before describing the procedure of the RMA, the 
definitions of Q-bit and Q-gate are addressed briefly 
in the following. More details can be found in Hey 
(1999). 
Definition 1 (Q-bit)    A Q-bit is the smallest unit of 
quantum information. It is defined by a pair of num-
bers (α, β) as 

 

,
 
 
 




                                (3) 

 
where |α|2+|β|2=1. |α|2 is the probability that the cor-
responding bit will be set to ‘0’ state. |β|2 is the 
probability that the corresponding bit will be set to ‘1’ 
state. 

A Q-bit individual can be represented as a string 
of Q-bit: 
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where |αk|

2+|βk|
2=1, k=1, 2, …, m. A Q-bit individual 

represents a linear superposition of states. Observing 
a Q-bit individual, a binary sequence is produced 
probabilistically. Here is an example of an individual 
with three Q-bits: 
 

1 1
1

2 3
.

1 6
0

32
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                      (5) 

 
The states of (5) can be represented as: 

1/6|000,+1/3|001,+1/6|010,+1/3|011,+0|100,+0|101,
+0|110,+0|111,. This means that an individual with 
three Q-bits is able to represent the information of 
eight states. Specifically, the binary sequences {000}, 
{001}, {010}, {011}, {100}, {101}, {110}, {111} are 
obtained with probabilities 1/6, 1/3, 1/6, 1/3, 0, 0, 0, 0, 
respectively. Therefore, Q-bit representation can 
maintain population diversity. 
Definition 2 (Q-gate)    A Q-gate is defined as a 
variation operator of an algorithm with Q-bit repre-

sentation. The following rotation gate is used in the 
RMA: 
 

cos( ) sin( )
,

sin( ) cos( )
k k

k k

 
 
   
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where k=1, 2, …, m. A Q-bit can be evolved by a 
Q-gate as q'=G×q, and the Q-gate rotation angle Δθ 
decides the corresponding Q-bit toward either the ‘0’ 
or ‘1’ state. 

The procedure flow diagram is shown in Fig. 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The main steps of the procedure are summarized 
as follows: 

Step 1: Initialize the structure of the algorithm 
and parameters, including num (the number of each 
kind of module), n (the number of individuals in each 
computation module), m (the number of items), t (the 
current iteration number), and MAX_GEN (the 
maximum number of generations). The individuals in 
the population of the potential solution are encoded 
by Q-bit using the following equation: 
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m

m

  
  
 
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q                     (7) 

Initialize the structure and 
data in all cells: t=0

Run rules in all computation cells: 
making, repairing, updating 

   Is the best 
solution in a computation 
cell the best in its memory 

neighborhood?

Run the rewriting rule 
in the corresponding 

memory cell

Y

Run the rewriting 
rule in the 

computation cell

N

t=MAX_GEN?

Halt and output 
the best solution

Y

Run communication rules in 
both computation cells and 

memory cellsN

t=t+1

Fig. 3  Main loop of the RMA 



He et al. / J Zhejiang Univ-Sci C (Comput & Electron)   2013 14(8):612-622 616 

where |αk|
2+|βk|

2=1, k=1, 2, …, m. To observe a fea-
sible solution x=(x1, x2, …, xm) from such a Q-bit 
individual, a random number r is generated from the 
range (0, 1). If r<|βk|

2, the corresponding bit xk is set 
to 1; this means that the kth item is selected for the 
knapsack. Otherwise, xk is set to 0. 

Step 2: t=t+1. If t<MAX_GEN, repeat steps 35. 
Step 3: Start the computation in all computation 

cells. First, the set of solutions 
 

1,1 1,2 , num,{ , ,..., ,..., }t t t t t
i j nX x x x x  

 
is produced by making rules (Eq. (8)) from observing 

the states of 1 1 1 1 1
1,1 1,2 , num,{ , ,..., ,..., },t t t t t

i j nQ q q q q      where 

i=1, 2, …, num, j=1, 2, …, n. The process is similar in 
quantum computing. Because every computation cell 
contains n individuals with m bits, the system gener-
ates num×n individuals at the beginning in num×n×m 
steps. Then, repairing rules (Eq. (9)) are used to make 
sure that every solution satisfies the capacity. If 

1
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is randomly selected from the current knapsack. 

Continue taking out items, until 
1

.
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1
,

m

k kk
w x C


  the algorithm keeps loading items 

until the knapsack is overfilled. To satisfy the capac-
ity of the knapsack problem, the last item that is put in 
the knapsack is taken out. The cost is at least 
num×n×m steps for calculating the weights of the 
knapsack and two steps for setting xi (i is a random 
number). Afterwards, Q-bit individuals in Q(t) are 
updated by the updating rules (Eq. (10)). A rotation 
gate is applied to update Q-bit individuals as in 
quantum computing. Every bit needs two steps for 
updating by the rotation gate. The updating rule will 
cost 2×num×n×m steps. 

Step 4: When all the individuals in computation 
cells finish updating, the communication channels are 
opened. The copies of solutions in both computation 
and memory cells are sent into the cells to which they 
are connected by communication rules (Eq. (13)). The 
formalization of the communication rule can be ex-
pressed as (i, u/v, j), where u, v represent the objects 
(solutions or a set of solutions) in the searching areas i 
and j, respectively. This means that the system sends 
object u from region i to region j, and object v is sent 

from region j to region i at the same time. Because 
every cell connects with three neighbors, the com-
munication rules will cost 2×3×num steps. 

Step 5: If the best solution in computation cell i 
is the best within its neighborhood (fit(i)>best{fit(mi−1), 
fit(mi), fit(mi+1)}), the rewriting rule will be applied in 
memory cell mi (Eq. (11)). Otherwise, there exists at 
least one solution in the neighborhood that is better 
than the result after updating. This means that the 
updating process has failed in computation cell i in 
the current iteration. Then, the rewriting rule will be 
used in computation cell i (Eq. (12)). The computa-
tion cell i is ready for the next generation. The re-
writing rule will cost num×n×m steps to calculate the 
fitness of every feasible solution and 3×num steps for 
comparison. 

Step 6: When t=MAX_GEN, the termination 
criterion is met. The best solution is sent out of the 
system. 

In the above procedure, the rules of making, 
repairing, updating, rewriting, and communication 
are used in the parallel membranes. These rules are 
described mathematically as follows: 

1. Making rule, qt−1→xt: 
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2. Repairing rule, x→x': 
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3. Updating rule, qt−1→qt: 
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4. Rewriting rule 
(1) Rewriting rule in memory cell mi: 
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(2) Rewriting rule in computation cell i: 
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5. Communication rule, ( , / , ) :
qp mp X x q  
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The above rules clearly show how this  
membrane-inspired algorithm works. The computa-
tional complexity of RMA can be represented as 
O(num×n×m). In the following sections, we will de-
scribe extensive simulations to support the above 

statements. We use RMA to solve a knapsack problem 
with different items, and compare the results obtained 
by RMA with those obtained by three other algo-
rithms: a typical genetic algorithm, the traditional 
quantum-inspired evolutionary algorithm (QEA) 
(Han and Kim, 2002), and another membrane algo-
rithm with a one-level framework that also uses Q-bit 
representation (QEPS) (Zhang et al., 2008). To illus-
trate the efficiency of the framework of the membrane 
algorithm, the population size of QEA was set to n×m. 
Therefore, the computational complexity of QEA and 
QEPS can also be represented as O(num×n×m). 
Moreover, since both QEA and QEPS use randomly 
generated instances of knapsack problems to illustrate 
their performance, we also used such instances to 
evaluate the algorithm proposed in this study. 
 
 
3  Simulation results 
 

In all simulations, the following sets of data were 
considered: 

 
wk, uniformly random in the interval [1, 10], 

pk=wk+5, 
 
and the following average knapsack capacity was 
used: 

1

1
.

2

m

k
k

C w


   

 
Three instances of small scale knapsack prob-

lems with 150, 300, and 550 items, and five of large 
scale knapsack problems with 800, 1100, 1400, 1700, 
and 2000 items were considered. For each scale of 
problem, a particular instance was used. 

3.1  Angle selection 

The angle parameters used for the rotation gate 
were selected from Table 1, and were the same as 
those described by Han and Kim (2002). The Q-gate 
rotation angles θ1, θ2, …, θ8 could be selected easily 
by intuitive reasoning. x=(x1, x2, …, xm) is one indi-
vidual in a computation module. b=(b1, b2, …, bm) is 
the best individual in this population. For example, 
when xi=0, bi=0, and if the condition fit(x)≥fit(b) is 
false, the value of θ3 is set to a positive value to in-
crease the probability of state 1. If xi=1, bi=0, and the 
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condition fit(x)≥fit(b) is false, θ5 is set to a negative 
value to increase the probability of state 0. The angle 
Δθi affects the speed of convergence. Fig. 4 shows the 
results of using the RMA on the knapsack problems 
with 150, 300, and 550 items to find good parameter 
settings of θ3 and θ5. The number of computation cells 
was set to 10, and the size of the population was set to 4. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 

 
Three instances with different items were gen-

erated randomly. When simulations were carried out 
with the same number of items, the identical instance 
was used. The values of 0.0025π, 0.005π, 0.01π, 
0.02π, and 0.05π were tested for θ3 and −θ5. 

The best profit was obtained over 30 runs. The 
arithmetic average value was calculated from the best 
values obtained after running the procedure 30 times. 
From the results in Fig. 4a, some values for θ3 and θ5 
can be selected, such as 0.0025π and −0.0025π, 
0.005π and −0.005π, and 0.05π and −0.05π. In Figs. 
4b and 4c, we can see that the algorithm performed 
well when θ3=0.005π and θ5=−0.005π. The values of 
0.005π and −0.005π were chosen for θ3 and θ5, re-
spectively, for the following simulations because of 
the better profits they obtained. 

3.2  Size of the ring structure 

The size of the ring structure is an important 
parameter of the RMA. As described in Section 2.1, 
each computation cell has its corresponding memory 
cell. The number of computation cells (num) can be 
used to measure the size of the ring structure. The size 
num affects the balance of diversity and running time. 
For the diversity, because memory cells record local 
memories, different solutions can be obtained in 
every memory cell. As more memory cells are used in  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

the computation, more different solutions are ob-
tained for the next iteration. On the other hand, be-
cause the population size of the system is increased 
with the size of the ring structure, the running time is 
also increased. To investigate the effect of num on the 
performance of the RMA, three knapsack problems 
with 150, 300, and 550 items, respectively, were 
tested. The number of individuals in each computa-
tion cell n was set to 4. For all simulations, when the 
number of iterations was over 100, the termination 
criterion was met, because the results increased 
slightly after the 60th iteration (Fig. 5). 

Fig. 4  Best and average profits from using the RMA on 
knapsack problems with 150 (a), 300 (b), or 550 (c) items 
to find good parameter settings of θ3 and θ5 
The number of computation cells was set to 10, and the size 
of the population was set to 4. δ1, δ2, δ3, δ4, and δ5 were 
0.0025π, 0.005π, 0.01π, 0.02π, and 0.05π, respectively 
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Table 1  Selection of rotation angles θ1, θ2, …, θ8  

xi bi fit(x)≥fit(b) Δθi 

0 0 False  θ1 

0 0 True θ2 

0 1 False  θ3 

0 1 True θ4 

1 0 False  θ5 

1 0 True θ6 

1 1 False  θ7 

1 1 True θ8 

fit(·) is the function of profit. xi is the ith bit of the current solution; 
bi is the ith bit of the best solution. Here, θ1=0, θ2=0, θ3=Δθ, θ4=0, 
θ5=−Δθ, θ6=0, θ7=0, θ8=0 
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All the results were obtained over 30 runs with 

num varying from 1 to 10. Note that, if num=1, the 
population size of the RMA works as QEA and the 
information used for updating is obtained only from 
the best solutions found. When num<4, the RMA 
works without local memory and is used as QEPS. In 
addition, the curves in Fig. 5 were obtained by 
squares polynomial smoothing. The progress of the 
mean best profit with various values of num indicates 
that the RMA has a better balance between explora-
tion and exploitation as num increases from 1 to 10. 
This means that algorithms with more cells maintain 
better diversity and converge to a better solution 
quickly. 

The results of the simulations on different values 
of num from 1 to 10 are shown in Fig. 6. The results 
show that the solutions improve as the number of cells 
increases, and that the average profits stay at a stable 
level. The best profits increased with num because the 
greater the number of cells, the more directions to-
wards the optimal solution can be explored by the 
RMA. Since the ring topology forms a stable network, 
the mean best profits also increase with the size of the 
ring structure. With num increasing, more local op-
tima should be found. That is the reason why the 
mean profits of all cells stay at a steady level. Con-
sidering the running time, we set num=7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5  The progress of the mean best profits of various 
numbers of computation cells (1, 3, 5, or 7) tested with 150
(a), 300 (b), or 550 (c) items 
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Fig. 6  Simulation results of three knapsack problems with 
150 (a), 300 (b), or 550 (c) items 
Best, B_average, and Average denote the best solution, mean
best solution, and mean solution of all memory cells, 
respectively 
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3.3  Number of individuals in a computation cell 

Simulations using the RMA for the knapsack 
problems with 150, 300, and 550 items were carried 
out to investigate the effect of the number of indi-
viduals in a computation cell. The number of com-
putation modules, num, was set to 7, and the number 
of memory modules was also 7. The number of indi-
viduals in each computation module, n, varied from 1 
to 10. Results from the application of different values 
of n are shown in Fig. 7. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In each simulation, the best profits and the mean 

best profits over 30 runs increased as the number of 
cells increased from 1 to 4, while the number of  
 

solutions increased little with more individuals when 
n>4 (Fig. 7). When n>4, the values of fitness were 
almost at the same level, except that the best profit 
was obtained when n=6 (Fig. 7c). Considering the 
length of running time, n=4 was chosen in this study. 

 
 

4  Comparison with other algorithms 
 
To evaluate the effectiveness of this ring topol-

ogy with two kinds of cells, we compared our algo-
rithm with three other algorithms—a typical genetic 
algorithm, the traditional QEA and QEPS. QEPS is 
another quantum-inspired evolutionary algorithm 
based on membrane computing, and has a one-level 
structure. Eight instances with different items were 
generated randomly. When simulations were carried 
out with the same number of items, the identical in-
stance was used. Simulation results over 30 runs with 
eight different items were collected, and summarized 
in Table 2 (num=7, n=4). 

The RMA yielded better results than GA, QEA, 
or QEPS. The results were also more stable, with 
smaller standard deviations, even when solving the 
larger knapsack problem. This may have been because 
QEA is a type of stochastic optimization algorithm 
requiring several operations, and the results of its 
solutions have poor stability. Moreover, QEA easily 
converges to a local optimum because of premature 
convergence. Compared with traditional QEA with a 
single processor, the RMA increases the number of 
individuals, which will increase the running time, as 
with QEPS. 

 
 

5  Conclusions 
 

In this work, a membrane-inspired algorithm is 
proposed. Inspired by the brain’s information proc-
essing, we use two types of cells, computation cells 
and memory cells, in a particular communication 
framework. In this framework, the RMA is designed 
for solving knapsack problems with different num-
bers of items. According to the simulation results, we 
have demonstrated that the RMA is able to induce 
stable behavior and perform well in solving knapsack 
problems. 

 

(a) 

(b) 

Fig. 7  Best and average profits from using the RMA on the
knapsack problem with 150 (a), 300 (b), or 550 (c) items 
The results were obtained with 100 iterations over 30 runs 
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In the RMA, Q-bit representation and a Q-gate 
updating process are used. Previous algorithms using 
Q-gate as an updating operator (including QEA and 
QEPS) easily converge to a local optimum. To avoid 
premature convergence in the evolution, we introduce 
a memory mechanism in the algorithm, inspired by 
the function of biological neuron cells storing infor-
mation. The memory mechanism can maintain sev-
eral local optima and slows down the speed of con-
vergence. Moreover, instead of using the information 

from the current best individual for the updating 
process, RMA uses several good individuals and 
keeps multiple directions for expanding the searching 
area. In this way, the influence of the initial popula-
tion can be reduced and stable behavior is induced. 
The simulation results show that the RMA has greater 
stability than other algorithms. 

Understanding the computations going on in 
nature, using this knowledge to obtain more efficient 
algorithms or even new types of computers is a chal-
lenging and promising research topic. In biology, over 
300 different kinds of cells have been found in living 
organisms for performing specific tasks. A wider 
range of cells or communication mechanisms should 
be tried to discover new ideas, tools, techniques, and 
models for improving algorithms. 

Many real-world problems are ‘multimodal’ by 
nature. That is, they have multiple global and local 
optima. It might be desirable to locate not only the 
global optima but also some local optima that are 
considered as being satisfactory. In our method, so-
lutions obtained in memory cells are different from 
each other. Therefore, the algorithm can work on 
problems with multiple global and local optima. 
Moreover, many realistic optimization problems, 
such as bridge construction, aircraft design, and 
chemical plant design, require the simultaneous op-
timization of more than one objective function. We 
hope that the proposed algorithm can be used to solve 
multi-objective optimization. In addition, the RMA 
was implemented on a traditional computer in this 
study. The advantages of the ring topology with its 
particular communication mechanism would be more 
obvious when implemented on a distributed system. If 
the procedure were applied in distributed parallel 
processing hardware, the computational complexity 
would be O(n×m). 
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